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Abstract

There is a growing interest to find ways and methods to finance capital investments in infrastructure by deploying private capital. Entering private capital into transport infrastructure planning, construction, and maintenance markets requires that the investors’ behaviour and motives are understood. Private sector financing of infrastructure and other larger-scale investments have increasingly taken the form of project finance. The project cash flows are divided by equity investors, debt investors, contractors and suppliers and the users that receive the service.

This research investigates the characteristics of a feasible framework for private finance of road infrastructure projects using one case project as an aid, which is analysed in depth. The research makes an effort to find out whether private finance of road infrastructure projects is able to bring additional benefits for the state and the project investors and whether private finance is applicable from the viewpoint of the aforementioned.

The concept of risk is presented in the framework of financial theory. The relevant project cash flows are identified, as their volatility builds the risks of the project. The project cash flows are studied in detail as to how they form the value of the project. One essential outcome is the project model. The empirical model is built in view of the decision making point on case project in 1996, when the bidding for the project was officially initiated. Recent observed, real data is used to validate the project model. The sub-models of the project model include the cash flow model and the risk structure model, the former based on financial theory and Capital Asset Pricing Model, the latter based on the cash
flow model and literature on risk. Simulation is used as the primary method of analysis.

The primary source of time series data for economic variables, traffic volumes and road operating and construction is the Finnish Road Administration’s production statistics.

The case project finance is evaluated from multiple angles – what type of projects and what type of investors seem to be appropriate for shadow toll finance. Also some policy recommendations are provided. The private investors can gain by financing infrastructure projects, but it comes with a price, which is always paid by the taxpayers or users. To justify private finance, the beneficial aspects of private capital deployment must be substantial. The projects must be the best projects from a socio-economic viewpoint and not the ones that do not survive the competition in the normal budgetary process.

Different risk factors are behind the long-term value risk and short-term insolvency risk of the project company. Project-specific risk factors are at least as important as economy level factors.

**Avainsanat**
private finance, transport infrastructure projects, private capital, project risks, project model, cash flow model, risk structure model, Capital Asset Pricing Model (CAPM)

**Tiivistelmä**


Edellinen perustuu rahoituseoreettiseen CAP-malliin (Capital Asset Pricing Model) ja jälkimmäinen yleiseen riskiteoriaan.

Tutkimusmenetelminä käytetään tilastollisia regressiomalleja, systeemianalyysia ja mallien simulointia. Tilastoaineistona käytetään pääosin talouden indikaattoreita kuvaavia julkinen tilastoja ja tiehallinnon tilastojia.
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PART I: INTRODUCTION AND RESEARCH SCOPE

In this part, the different aspects of private finance, privatisation and commercialisation of infrastructure are dealt with based on literature. The scope of the research is defined and justified. Then, the methodological approach and process is explained and illustrated and how these correspond with the thesis structure. Finally, the research questions are explicitly stated.
1. Introduction

1.1 World of private finance

There is a growing interest to find ways and methods to finance infrastructure capital investments with the aid of private capital and user charges. For instance, Asia’s fast developing economies face increasing pressure to improve their infrastructure to meet the demands of other branches of economic and social activities. However, their need for public capital is not satisfied through the traditional sources of tax revenues or through public borrowing and thus the fund sources have to be others than public. This problem is one of the key issues and furthermore, a bottleneck in those countries’ development. The same phenomenon can be observed in Eastern Europe, new EU accession states and in the former Soviet republics (Kuschel 1995) as well as in Latin America (Yates 1994). At the very same moment, the industrialized world is plagued by the lack of public funds as their complete but out-of-date infrastructure is pushed towards its limits of capacity. Europe’s attempts to deepen and strengthen the integration process of the Union calls for efficient transport links over the boundaries of states. In many cases, this means large capital intensive investments. As realized examples, one could mention the Channel Tunnel or the fixed road and rail connections between Denmark and Sweden.

To give a little more perspective to the funding problems one may take a look at some statistics. In the United States, for example, the annual outstanding highway debt almost doubled during the 20-year period from 1962–1981 (Doyle & Falter 1985). However, other state debt increased manyfold during that period. The same applied to private debt which increased 6-fold. This means that highway capital investments lagged behind the investment level of other sectors which were partly debt financed as well. These also swallowed a larger piece of total investments (including replacement investments) leading to a capital gap followed in 1970s, 80s and 90s.

The previous conclusions are also reported by Lockwood et al. (1992) as the capital investments during the 1980’s have stayed on the level of 1960’s measured by constant dollars. Meanwhile, capital outlays have dropped by 60% per mile of travel during the same time. Many other academic works point out
similar problems in the US, arguing that the decline in private sector output has been resulted by the sluggish public investment level – e.g. Aschauer (1989), Munnell (1993) whose studies indicate an output elasticity of 0.3...0.4 of public capital.

In Finland, the traffic on public roads has increased from 18 billion vehicle kilometres of travel in 1980 to 34 billion vehicle kilometres of travel in 2004, i.e. almost doubled while the financing of roads has been practically stable around 6...7 billion FIM (in 1995 prices) during the last two decades (Finnish Road Administration 1995a; 1995b; www.tiehallinto.fi1). Capital outlays reached their peak in the first years of the 90’s. The top year was 1992 when capital investments were worth 2 billion FIM. The same trend has continued and cuts have been made to all infrastructure budgets, including rails, waterways, etc. In these parts of infrastructures, the problem is more concentrated on the ageing of infrastructure than on the lack of capacity. Naturally part of the problem rises from the fact that infrastructure is by and large already built and there was no need for capital investments to be at the same level as previously.

To overcome the problems of funding of capital investments in the transport sector, a number of solutions concerning capital provision, contractual arrangements, off-balance sheet financing (from the viewpoint of the state) among other issues, have been introduced:

− road toll financing in many European countries such as France, Italy, Spain and Norway (for Norway, see e.g. Skjeseth & Odeck 1994; Leviäkangas 1996)
− shadow toll financing that was introduced in the UK, where it was also referred to as DBFO (Design-Build-Finance-Operate) method
− France’s concessionary arrangements for motorway projects (see a chronological presentation of the development of France’s system e.g. in Fayard 1993)
− build-operate-transfer contracts that have been widely used in Asian countries like Hong Kong, Malaysia and Thailand; these contracts have also been used in the western world e.g. in the UK, USA and Australia (Tiong 1995a)

1 Read in February 21st, 2006.
- different types of public/private partnerships which have several variants in the USA (TRB 1988)
- in Finland, the first privately financed road is ready for construction at the end of 1990’s (Ministry of Transport and Communications 1995a); no other transport infrastructure projects have been carried out with pure private financing in Finland2
- the wide-spread trend towards privatisation of transport services and transport infrastructure as part of more liberal and efficiency seeking transport policy.

All these models have a common denominator: one way or the other, they utilize private capital for funding and/or collect fees from users of infrastructure service. The question here is, however, dualistic for there is a difference whether the issue is either raising capital for an investment or charging the users for the use of service and caused externalities. The first mentioned is driven by motives of reducing public debt while still providing the society the services it needs, possibly getting the investment paid back by the users but also other expected benefits of private finance could drive the decisions, such as faster implementation of needed investments. The latter is concerned with the control actions that attempt to reduce or compensate negative effects caused by traffic and on the other hand with the collection of charges to finance the service operations. In many occasions these are mixed together to reach multiple objectives. Unconscious mixing can be rather confusing, however. Brealey et al. (1996, p. 27) describe the alternative ways to finance and manage infrastructure projects according to Table 1. The table could well describe any projects, not just infrastructure projects.

---

2 One rail project has had features of private finance. Kerava–Lahti rail project was partly financed by investment charge levied on rail operators using the new track. However, the initial capital came from the state and the operator, VR Ltd., was 100% state-owned.
Table 1. Ways to fund and manage infrastructure (or other) projects (Brealey et al. 1996, p. 27).

<table>
<thead>
<tr>
<th>Arrangement</th>
<th>Finance</th>
<th>Management</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project finance</td>
<td>Private</td>
<td>Private</td>
</tr>
<tr>
<td>Privatisation</td>
<td>Private</td>
<td>Private</td>
</tr>
<tr>
<td>Service contracts</td>
<td>Government</td>
<td>Private</td>
</tr>
<tr>
<td>Leases</td>
<td>Private</td>
<td>Government</td>
</tr>
<tr>
<td>Nationalisation</td>
<td>Government</td>
<td>Government</td>
</tr>
</tbody>
</table>

Transport infrastructure is only one part of infrastructure. The 2nd Workshop on Applied Infrastructure Research (2003) suggests that the total infrastructure consists of transport network and nodes, water distribution and facilities, IT and communications infrastructure, energy networks and nodes as well as waste networks and facilities (Figure 1).

![Figure 1. Infrastructure sections and aspects of research content (The 2nd Workshop on Applied Infrastructure Research 2003).](image_url)

There are numerous possibilities to incorporate private capital in public services or public infrastructure, which are presently seen as a mandate of mainly public authorities. Some ideas have not been studied yet, whereas others are already everyday life in many countries.
1.2 Policy issues

1.2.1 Asset privatisation

There is also another view to private financing, i.e. the privatisation processes of public assets and services, which seem to be a world wide topic as well. Clearly both aspects, lack of capital and privatisation, are locked together in a dynamic, interactive relationship. Many recent asset privatisation developments include several examples of public road and rail assets, other assets such as electricity and energy utilities as well as health service organisations (which include physical assets too). Motives behind privatisation or corporatization, in addition to the aforementioned question of private capital provision, are usually the following:

- It is believed that market driven mechanisms lead to more accurately targeted services for the consumers; competition will improve the quality and cost-efficiency of supplied services.

- There is a stronger management incentive to improve performance of the organisations that operate in a competitive market.

- Private organisations are more flexible in their reactions to changes of demand of services or other market-based factors; there is also a growing range of supply of innovative financial instruments and financing techniques available for private organisations who have more freedom in utilising them.

- Privatisation improves the state of national economy in the long run, especially when national debt would otherwise increase.

- Technological developments have allowed private entry into formerly state-controlled infrastructure service markets; this feature is especially clear in the telecommunications market.

Kay (1993) reports productivity changes in privatized UK companies after the privatisation programme took its momentum in 1983. The results are shown in Table 2 which shows a higher increase in productivity after the privatisation process. The UK programme was called Private Finance Initiative (PFI) and it covered a wide range of functions traditionally mandated to the public sector, including education and health care.
For a larger European view to transport infrastructure privatisation see e.g. European Conference of Ministers of Transport (1990).

The prerequisite for privatisation to achieve its goals is summarized in two assumptions. First, there has to be a real, functional competitive market\(^3\) so that consumers or customers always have a real alternative – otherwise the incentive of satisfying consumers’ needs does not exist. Secondly, the market has to be efficient or at least semi-efficient. This assumption enables shifts in both the demand and supply side of the market as the relevant information is available to all suppliers and consumers.

Table 2. Total factor productivity in the UK public sector for 1979–1990; rate of change per annum (%) (Kay 1993).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>British Airports Authority</td>
<td>1.0</td>
<td>-1.6</td>
<td>2.6</td>
</tr>
<tr>
<td>British Coal</td>
<td>2.6</td>
<td>-0.8</td>
<td>4.6</td>
</tr>
<tr>
<td>British Gas</td>
<td>1.0</td>
<td>-1.0</td>
<td>2.2</td>
</tr>
<tr>
<td>British Rail</td>
<td>1.2</td>
<td>-2.9</td>
<td>3.7</td>
</tr>
<tr>
<td>British Steel</td>
<td>6.4</td>
<td>4.6</td>
<td>7.5</td>
</tr>
<tr>
<td>British Telecom</td>
<td>3.5</td>
<td>3.0</td>
<td>3.7</td>
</tr>
<tr>
<td>Electricity Supply</td>
<td>1.5</td>
<td>-0.3</td>
<td>2.6</td>
</tr>
<tr>
<td>Post Office</td>
<td>2.3</td>
<td>1.7</td>
<td>2.7</td>
</tr>
<tr>
<td>Average</td>
<td>2.4</td>
<td>0.3</td>
<td>3.7</td>
</tr>
</tbody>
</table>

In many cases, the assumptions do not hold in reality, and critical voices have also spoken out. For example, Mills (1991) argued that

“...there are political difficulties in securing satisfactory arrangements for ownership and operation [of infrastructure]; there seems to be a much stronger case for private enterprise or corporation in the management of construction.”

\(^3\) The term “market” is here in its wide, generic meaning. Whether one speaks about transportation market or some other markets, like e.g. electricity provision or mobile phone network services, the same prerequisites for privatisation should exist.
Later Mills’ arguments proved not to be without justification. Railtrack Ltd., the privatized rail infrastructure owner was taken back to government control since Railtrack failed to provide the infrastructure capacity as planned and there were safety problems due to poor infrastructure condition. There was no competition between infrastructure providers which lead to underinvestment by Railtrack, high tariffs for rail operators and short-term shareholder value maximisation occurred at the cost of infrastructure quality. In Railtrack’s case, at least the market was poorly defined and the unbundling of rail industry was not functioning as expected.

The competition aspect is emphasized also by Gomez-Ibanez et al. (1991) as it would enforce the producers and operators to transfer their efficiency gains to consumer prices and thus leading to a welfare gain in society. The welfare gain is argued by Gomez-Ibanez et al. to have been left aside on many discussions.

There are, however, examples where it can be said that the market is competitive and consumers have access to relevant information. For instance, suppliers of electricity and telecommunications services (of which many have been privatized) face real competition and consumers have access, at least in theory, to information i.e. prices, contract terms, etc. Also in the transport sector the liberalisation of regulations and privatisation has lead to a competitive situation e.g. in several mass transport markets. Moreover, competition between transport modes has probably been enhanced by these actions.

Competition is not enhanced nor observed if a natural monopoly is established, a tolled road link for example. An additional difficulty is the fact that roads form a network, and investments or charges on one link will immediately affect the demand on other links (Newbery 1994). The same problem exists with any other network whether it would be rail, gas, and so on. Again, a separation of what the actual purpose of charging is – investment financing or paying for negative effects or service – will clarify the case at hand.

1.2.2 Service pricing and user charging

A number of articles and texts have been written about private projects where the users pay e.g. an access fee and how this pricing affects the economy as a
whole. These issues apply transportation economics and industrial economics methods which in turn provide tools for proper analysis. The issues that carry a transport policy loading are usually concerned with socially optimal pricing. They cover the whole field of transportation: roads, rails, air transport and airports. Examples of this literature can be found from Lave (1994), Verhoef (1995), Oum et al. (1996), Nilsson (1990) and Albon (1995). Anglo-American literature is quite abundant and some work has been done in Nordic countries as well. Finnish literature, however, is rare, especially if theoretical and empirical work fulfilling scientific criteria is sought. Some examples may be found, though, as Niskanen (1987) makes a short note on congestion tolls.

Newbery (1994) suggests in his paper that the solution to overcome budget constraints in the road sector is not privatisation but commercialisation:

“...commercialisation is a necessary first step even if privatisation is thought a desirable end state.”

The equity argument is emphasized by Johansen (1989) concerning road tolls as others pay and others do not. Furthermore, in less developed countries the tolls may penalize those with lower income without any compensation, conflicting with the income distribution objectives. As tolling in principle seems to offer the possibility to privatize road supply there are several counter-arguments on grounds of which the road network is kept in public domain (the same applies to rails for most part) (Johansen 1989):

− Roads are location tied and the possibility of competition is limited.
− Private toll concessionaire tries to maximize profits; to do this the existing roads capacity should be utilized to the maximum, which may lead to social costs (congestion, environmental) that exceed private costs; in other words, a private firm may have in its interest to keep the service level below the social optimum.
− Although costs of private sector may be lower than costs of public sector due to management incentives, the higher cost of capital demanded by private investors may lead to higher costs to users.

A more analytical presentation of some of the previous ideas of Johansen is done by Mills (1995), when Mills provides models of tolled road links and analyses them.
The logical controversy of government guarantees that discourage the efficiency incentives pursued by private financing is presented by Eichengreen (1995). His examples are from developing countries. If project assessment is difficult – as it very often is in developing countries – the investors are reluctant to invest because of high risks. The government subsidies and guarantees are not there to make a non-feasible project more lucrative and investors lose their incentives to monitor the project and the project company.

The competition between road and rail modes has been analysed by Nilsson (1992) and he concludes that rail charges of rail freight should be adjusted below the corresponding marginal cost of track use because in the road market the kilometre taxes imposed on road users fail to capture road surface wear and tear. The same conclusion is obtained for passenger transport. An alternative policy is naturally to increase road user charges and taxes.

In Finland, an opposite result was obtained by Leviäkangas and Talvitie (2004) for public roads. On public roads the taxes levied on road transport well covered the infrastructure wear and tear as well as externalities. In principle, the Finnish system mainly imposing taxes on new vehicles and fuel seemed to work well in terms of cost recovery of infrastructure costs and externalities.

An interesting question that arises with policy issues is that of investment incentives and managerial behaviour, i.e. the motives to maintain long-run quality of service. Helm and Thompson (1991) argue on the basis of UK’s experience and regulations that in case of low demand elasticities, the privatized companies have an incentive to under-invest and vice versa with high demand elasticities. This seems logical as the private transport business entities react sensitively to consumer behaviour in pursuit of maximum net cash flow disregarding welfare gains. Welfare effects are not measured by the market but by the general “agreement” among the parties in the society on the value of these effects and thus the investment behaviour is more stable. The social surplus loss seemed to be larger if underinvestment behaviour was adopted.

Optimal investment timing and how public and private gains affect timing decision is presented by Szymanski (1991). There is no systematic difference between the public and private sectors for timing decisions, but each project is idiocratic for both sectors as far as optimal timing is concerned. Borins (1981)
investigated the optimal timing of investments. Using two alternative models and simulation he found that with alternative user fee policies (constant user fees, user fees diminishing over the life of facility) the optimal expansion time deviated from that of using marginal cost pricing.

Determination and pricing of externalities of transport can be found in many texts, e.g. in Verhoef (1994), Rothengatter (1994), Oum and Tretheway (1988) and Button (1994). A number of articles of general nature are included in OECD European Conference of Ministers of Transport seminar publication (OECD 1994).

1.3 Participating private sector in the financing of transport infrastructure

The literature in this section describes the idea of having the beneficiaries of transport infrastructure projects to participate in the investment costs. This logic does not necessarily include tolls or other user charges since it ignores such revenues as a means to finance capital investments, nor does it suggest any charges to cover externalities. The principle is simply: “those who benefit, pay” – or alternatively, “those who cause negative effects, pay”.

TRB (1988) classify six types of private funding mechanisms for road improvement projects: 1) development agreements, 2) traffic impact fees, 3) special assessment districts, 4) joint ventures, 5) toll financing and 6) tax increment financing. Their study was based on wider review of US practices in the 1980’s. Development agreements usually involve the negotiated dedication of land and facilities by developers, with a formal agreement or contract. The developer is obliged to include some road improvements by the development contract. The use of development agreements is generally limited to the financing of facilities whose need is clearly identified and thus they apply only to limited fraction of road network in question. Development agreements have evolved also to more formalized agreements, i.e. traffic impact fees, where charges are imposed on new developments to pay for the portion of public facilities needed to serve it. Special Assessment Districts is a method to finance local improvements. Those who benefit from the project, pay; for example, front footage charges or according to property square area. Joint ventures include a negotiated agreement between public authorities and private beneficiaries or
investors to invest the project capital. The private benefit is usually subjected to
property owners or to investors in the form of interest and amortisation
payments. Similarly, toll revenues are payments to amortize invested private
capital. Tax increment financing is simply a budget operation to earmark public
revenues due to the new growth stimulated by the project.

In order to find the right proportion of private sector involvement TRB provided
a benefit-cost model for privately funded projects. The model is shown in Table
3 and the value of each item is to be discounted to its present value with a proper
discounting rate. A careful look at the table reveals that many benefits and costs
are not listed that are present in many countries today. For example,
environmental costs or benefits are not included, which are increasingly
important factors when evaluating road as well as other projects. Also many
items should be evaluated as net of any shifts within the item, such as increases
in property values that may result decreases in other areas. However, the list
helps to take into account different items in the project evaluation process.

Table 3. Costs and benefits to public and private sectors (TRB 1988).

<table>
<thead>
<tr>
<th>Public Sector Benefits</th>
<th>Private Sector Benefits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right-of-way donation</td>
<td>Increased property value</td>
</tr>
<tr>
<td>Construction and design by private sector</td>
<td>Increased accessibility</td>
</tr>
<tr>
<td>Increased mobility</td>
<td>Reduced construction time</td>
</tr>
<tr>
<td>Increased tax base</td>
<td>Design firms benefit</td>
</tr>
<tr>
<td>Accelerated construction</td>
<td>Tax deductions</td>
</tr>
<tr>
<td></td>
<td>Reduced cost</td>
</tr>
<tr>
<td></td>
<td>Reduced taxes (marginal)</td>
</tr>
<tr>
<td></td>
<td>Reduced negotiated agreements (with impact fees or Special Assessment District)</td>
</tr>
<tr>
<td></td>
<td>Bond financing** (Special Assessment District)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Public Sector Costs</th>
<th>Private Sector Costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct cost</td>
<td>Direct cost</td>
</tr>
<tr>
<td>Review and inspection</td>
<td></td>
</tr>
<tr>
<td>Access/design standards***</td>
<td></td>
</tr>
<tr>
<td>Change in priorities ****</td>
<td></td>
</tr>
<tr>
<td>Maintenance cost</td>
<td></td>
</tr>
<tr>
<td>Service new development</td>
<td></td>
</tr>
</tbody>
</table>

* Includes savings in travel time, vehicle costs, etc.
** Lower interest rates available
*** The cost of lower standards
**** The cost of postponing other important projects
A similar approach to public transit projects is presented in Howard et al. (1985). The idea is to measure the utility gained by different beneficiaries and participate them in the financing of the project. On the basis of one case study Mitchell and Hill (1992) report a less encouraging example of light rail transit (LRT) scheme from South East England. They conclude that in their case the private contribution would have been very limited – maximum 14% of the total amount of funds required for the project. The reasons for the limitation were the following: 1) planning and land use policies were dictated by local authorities thus giving no space for commercial creativity, and 2) a stronger private interest consortium would have been necessary, e.g. partners who have large land holdings and benefit from the rise of land value.

Entering private capital to transport infrastructure planning, construction, and maintenance markets also means that the investor’s behaviour has to be analysed and their main motives have to be understood by the other parties. Private investors are usually either a) contractors or consortiums that are tendering for concessions and are betting their own capital in the project, or b) financial institutions, such as banks or insurance companies, that finance the project by lending capital to equity investors or invest their equity in the project. They both are assumed to perceive the maximisation of their utility, wealth, and furthermore, in theoretical framework this is usually assumed to occur under conditions of an efficient market. Consequently, this means further assumptions concerning investor behaviour:

- Investments decisions are made under uncertainty, but the probabilities of future-states-of-world are assumed to be known.
- All the relevant information is available to investors without significant cost.
- Investors are rational in their utility maximisation and they tend to be risk-averse in their investment strategies.
- If risks are taken, there is a risk-return trade-off.

Many of the assumptions may be challenged with justification, but by and large, they form the foundation of modern financial theory and are generally accepted as a basis for investment decision making.
In the capital provision for transport investment there are several points which have been taken into account with regard to market and investor behaviour assumptions. The investments are large and lumpy and thus the expected pay-back period tends to be long. Long pay-back periods result in higher time risk and therefore risk premiums are also set on a higher level. Secondly, there are also many risks in construction projects during the construction period (planning deficiencies, inflation, weather conditions, ground conditions, etc.) that are similarly included in the risk premium. As equity investors set their own risk premiums, the debt investors are likely to identify these risks as well, and set up their own requirements of return on debt lent – thus the total cost of capital is increased. Finally, especially in concession agreements or contracts the government policy changes may affect radically to project profitability. For example, higher fuel prices may decrease traffic flows and changes in corporate tax laws may reduce after-tax cash inflows. The first and the third point may be handled with proper risk pricing. The risks in the second and the last point may be hedged against by careful formulation of contract, including protective clauses.

1.4 BOT concept and project finance

Private sector financing of infrastructure and other larger-scale investments has increasingly taken the form of project finance (Brealey et al. 1996, p. 25). The principle features of this type of project financings are as follows:

− The project is established as a separate company which operates under a long-term contract (a concession) obtained from the host government.

− A major proportion of the equity capital of the project company is provided by the project manager or sponsor, tying the provision of finance to the management of the project.

− The project company establishes comprehensive contractual relationships between the suppliers, customers and host government organisations.

− The project company is highly leveraged financially.

The time horizon for privately financed infrastructure projects is usually long. The operating/project company must normally collect the revenues for a significant period of time in order to manage its debt obligations and to get an
acceptable return to its shareholders. Figure 2 illustrates the project cash flow curve and the term structure of some contracting methods.4

![Figure 2. Time horizon in different types of contracts](image)

4 These methods have number of variants and the figure does not capture them all. For example, in Finland the Design-Build method puts design and construction phases strongly overlapping with each other, which is also possible when combining Design-Build with finance.

5 Modified from Tiong and Yeo (1993). Produit-en-main contract is a French-origin type of contract where the contractor is responsible for the operation of the facility for a certain guarantee period.
that are thereafter market-priced and freely traded securities. Cash flows from providing the service for users are received directly from the users (ticket revenues, toll revenues, flow boxes, availability payments\(^6\), etc.) or from public authority if it pays for the service on the behalf of users (e.g. shadow tolls, health insurance, service coupons, etc.). The structure of the project model is given in Figure 3 (Dias & Ioannou 1995, p. 405). This structure is generic and independent from the contents of contractual arrangements. It is obvious that there are potential conflicts of interest between different parties as well as differing risks. A glance at the figure also reveals what are the profound risks are, i.e. what cash flows are vital to each party and what contractual arrangements are needed to cover the risks.

This structural approach is used throughout this research.

\(^6\) The shadow tolls of the case project Järvenpää–Lahti may also be regarded as ‘availability’ payments and are in fact called as such in the official documents.
The capital structure of privately financed infrastructure projects is one of the relevant topics in the private finance discussion. Bond and Carter (1994) report an average debt/equity ratio of 59%/41% for all infrastructure projects involving International Finance Corporation for 1966–1994. The higher the proportion of sinking funds is in the project, the more debt is usually acquired. There is a difference between, for instance, power generating projects and telecommunication projects. The latter projects are more equity financed on average. The capital structure is also determined explicitly by the risks related to each project: the more risks the project includes the less willing are the lenders to put in their capital. The risks are numerous and vary from project to project. Lenders’ risk is mainly linked with the default risk of the project company.
Griffith-Jones (1995) regards BOT (Build-Operate-Transfer) concept, which is often encountered in project finance, “more of a rediscovery than a new approach”. Current BOT financing model has evolved from two legal concepts: “concessions” and “no recourse or limited recourse” financing. Concessions are legal agreements where private firms are awarded the right to build and operate infrastructure services, such as roads and railways. In “non-recourse or limited recourse” financing, lenders look to the anticipated cash flow of a project for repayment and servicing of the loan, and to the assets of the project entity as collateral for the loan. The ultimate collateral is still the cash flow generating ability of the project and the senior right of debtholders to direct these cash flows to themselves in case of financial crisis. Lenders have no recourse or limited recourse to the project sponsors for the repayment or servicing of their loans. After operating the facility for a certain period of time, sufficiently long to pay off debt and provide required return for the equity holders, the facility is transferred back to the ownership of government.

A basic presentation of BOT framework is given by Haley (1992). As he also states, BOT arrangement is almost identical to franchise (see also Fielding & Klein 1993) agreements in many respects. BOT arrangement consists of following components:

**Build**
- Design
- Finance
- Manage project implementation
- Carry out procurement
- Construct

**Operate**
- Manage and operate plant/facility
- Carry out maintenance
- Deliver product/service
- Receive delivery payment

**Transfer**
- Hand over plant/facility in operating condition at the end of the concession contract period
BOT-related models and variants are also referred to as BOO = Build-Operate-Own or BOOT = Build-Operate-Own-Transfer, but the main idea remains unchanged. Other such contract models are for example OM = Operate-Maintain contracts. In the UK, the Design-Build-Finance-Operate (DBFO) term has been used. Haley (1992) lists several reasons behind BOT popularity:

– Third World countries have missed growth during the 1980s and are burdened by heavy national debt. Fiscal policy does not allow them to raise sufficient tax revenues for public investments and thus the capital has been sought from the private sector. However, public authorities prefer to maintain control over the infrastructure policy and management and set limits to private sector involvement.

– State-led development programs have not been efficient. Private sector has been seen as a more motivated party to achieve concrete results.

– BOT allows technology transfer from the supplier country contractor to the home country ally in the case of joint venture BOT project. This is a motive reported also by researchers (see later Tiong’s and Yeo’s report (1993), though not among the most prioritized.

– Contractors have developed new business strategies based on horizontal integration, i.e. adding design, financing, and maintenance services in their repertoire. Thus, there is an increase of BOT supply in the infrastructure construction market.

Tiong (1995a) studied BOT contracted projects and the impact financial package bid by concessionaire in the probability of winning the contract. He found that the financial package was more important than the technical solution or design in bid evaluation in the following circumstances: 1) project is technically certain, 2) the government’s main concern is the tolls or the tariff that the government or public has to pay, 3) there is keen competition, 4) the project’s economic viability is uncertain and 5) the financing is uncertain. The hypothesis was not supportable when under the following conditions: 1) when a project is technically uncertain and 2) where there is commercial freedom for promoters. The study consisted of 38 BOT transport and utilities projects from 10 countries.

Tiong (1995b) also tests the following hypotheses for the same BOT projects: 1) high equity is necessary in a BOT tender; 2) the higher the equity, the more
likely it is to win the concession. The first hypothesis is supported if the level of equity is specified in the Request for Proposals, if the competition is keen, and financing of the project is uncertain. The second hypothesis was not supported. High equity in this context means comparing the bids with each other.

Project financing may still function as a competitive strategy to win domestic and overseas contracts. Tiong and Yeo (1993) report a survey of contractors and international bankers conducted in Singapore in 1990. The critical success factors in winning overseas BOT contracts were according to Table 4.

Table 4. Ranking of critical success factors in winning overseas contracts.

<table>
<thead>
<tr>
<th>Critical Success Factor</th>
<th>Rating (0...3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project-financing arrangement</td>
<td>2.5</td>
</tr>
<tr>
<td>In-house technical expertise</td>
<td>2.1</td>
</tr>
<tr>
<td>Good track record</td>
<td>2.1</td>
</tr>
<tr>
<td>Strategic joint venture with local partners</td>
<td>1.9</td>
</tr>
<tr>
<td>Networking in host countries</td>
<td>1.7</td>
</tr>
<tr>
<td>Promote technology transfer to local partners</td>
<td>1.2</td>
</tr>
<tr>
<td>Government assistance</td>
<td>1.1</td>
</tr>
<tr>
<td>Form project-financing subsidiary</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Project financing is always a critical factor in large infrastructure projects especially if off-state-budget and off-balance-sheet financing are considered. Morris (1991, pp. 206–207) argues that as project financing grows more complex and critical, the more attention is given to the economic health of the project during its life. Financing affects construction time as well as the technical solutions. E.g. costly debt is likely to force the owner/contractor to speed up the schedule and lack of capital will most probably reduce the technical sophistication of the project to an optimum, but not necessarily minimum, level.

A financial theory-based project financing article is written by Thomadakis and Usmen (1991). They provide conditions for the existence of international capital structure when capital markets of two countries are not perfectly integrated. A contractual approach in project financing is taken by Webb (1991). Webb shows that in financial market equilibrium poor entrepreneurs should be financed with
sequential standard-debt contracts while good entrepreneurs should get modified
debt contracts so that successful performance is rewarded in the forthcoming
contracts. Webb’s approach could clearly be seen as a series of options set by the
debtors. Another piece of work that combines financial theory and project
financing is carried out by Shah and Thakor (1987). They developed a theory
based on asymmetric information rather than risk-averse behaviour, exogenous
bankruptcy costs or signalling effects. This means that the capital markets are
imperfect in the sense that not all the parties have access to all relevant
information. They argue that their theory explains why project financing
involves higher leverage than conventional financing and why highly risky
assets are project-financed.

A basic project financing introduction is given by Nevitt and Fabozzi (1995).
Their book covers a range of project finance issues including forms of equity
and debt, leasing, and risk controlling devices such as options, futures, forwards
and such.

Shaoul et al. (2004) reported on the experiences of DBFO / shadow toll road
projects in the UK. Their analysis showed that from the public sector’s
(Highway Agency) view, DBFO contracts had been expensive. From the
investor point of view, most projects had been very profitable. Kain (2002)
studied the Channel Tunnel Rail Link and argued that efficiency gains of private
finance were not self-evident and by and large dependent on how well the
project was pre-studied and how well the contracts were able to divide risks
between the private investors and public sector.

1.5 Project as real asset investment and capital
budgeting problem

Much of the capital budgeting research is concentrated on issues of uncertainty
and risk, cost of capital, capital structure, and information. Specifically project-
oriented research can be found from Dias and Ioannou (1995), Constantides
(1978), Shah and Thakor (1987), among others. Many research efforts
concentrate also on timing of investment, e.g. Ingersoll and Ross (1992), Borins
Capital Asset Pricing Model (CAPM) has been widely used in valuation and capital budgeting problems. Theoretical modelling under bankruptcy costs has been done by Dias and Ioannou (1995). However, the applicability of CAPM is somewhat uncertain for large infrastructures. Capital investments are different from publicly traded stocks, which is the usual application area for CAPM. There may be no real market for large projects. However, the theory in general should apply as long as the conditions of efficient market are in force. Also the CAPM framework offers a useful tool to test and present ideas in financing and capital budgeting.

CAPM may lead to different economic conclusions from traditional project economy appraisal methods, such as IRR or pay-back time, as demonstrated by Khan and Fiorino (1992). They applied CAPM to energy efficiency projects which can be regarded as equivalents to any physical capital investment. However, one could argue that if CAPM did not result in different conclusions, why bother to employ it at all. Also one has to be realistic as to how investment decisions are made in practice. Many times the method of evaluation is preferred to be simple and comprehensible rather than sophisticated, which means that traditional measures, such as IRR and payback, are often preferred. This should not, however, in itself be an argument against the usefulness of CAPM in more advanced analysis. Khan and Fiorino (1992) also observe an interesting phenomenon: project betas may be negative when project returns do not covariate with the general fluctuations of the economy and financial market. The reason for this was that the price of electricity or natural gas did not covariate with wider changes of the economy or stock market. For infrastructure projects this means that changes in traffic volumes or consumption of water may well have the same characteristic, i.e. they do not covariate with the changes of economy\(^7\) and thus the related investments may be less risky than many other investments. The same result, i.e. low or even negative project beta, was obtained by Leviäkangas (1998) in the analysis of a Finnish shadow toll road project. The magnitude of Khan and Fiorino’s energy efficiency projects was not the same scale as infrastructure investments, however.

---

\(^7\) The term “economy” is referring here the aggregate changes in the stock market, whereas e.g. traffic volumes correlate strongly with macro-economic growth.
Bogue and Roll (1974) analysed the use of CAPM in physical investment project and assumed – as the theory suggests – that the discounted cash flows determine the market value of firm’s (that undertakes the project) shares. This means that market quotations are not needed in order to determine the market value impact of a project if the theory is interpreted in a fundamentalist manner. This also has some implications for the application of CAPM in infrastructure projects. Based on the discounted cash flow approach and using CAPM to assess risk-adjusted discounting rates, CAPM may be well applied for any physical projects not quoted by the market. The market value should appear e.g. in the concession contract bids\(^8\). Project betas may be estimated e.g. by disintegrating cash flows and calculating betas for these items and then integrating these betas to a project beta as demonstrated by Leviäkangas (1998).

---

\(^8\) In fact, stock market is not the only market where prices are determined. There are many other “market places” but stock markets can be regarded as a reference market for investment opportunities in various industries.
2. The purpose and scope of this research

2.1 Conclusions drawn from privatisation and private finance of infrastructure

On the basis of previous overview it is possible to draw and highlight some conclusions:

1. Private financing of infrastructure has gained popularity especially in fast developing Asian countries where public capital is constrained; in the industrialized world, employing private capital is seen as an opportunity to renew aging infrastructure without putting too much pressure on public economy and government budget.

2. In Europe, UK’s experiences of privatisation of public utilities have been only partly positive; the critique has increased as time has passed.

3. Project financing, privatisation of infrastructure and service pricing are entirely different issues though they are inter-related to each other.

4. Service pricing (e.g. road pricing) seems to be a complex issue; it is easier to set up a project and get private investors involved than to create circumstances where welfare effects are distributed optimally; this problem is really a question of differences between project-level thinking, network level aspects and even economy-level considerations.

5. In project financing, private investors are always mainly interested in profit-making, not in public welfare; the task for the authorities considering employment of private capital is to make sure that both aspects are taken into account in each project.

The current research of private finance of infrastructure may be categorized as (see Figure 4)

– policy-oriented research; including some infrastructure use pricing issues, as well as research concerned with asset restructuring and privatisation
− project finance and project arrangements research; this field of research is mainly interested in appraisal of project arrangements and in relationships between project’s stakeholders

− corporate finance theory and capital budgeting techniques which are applied as tools of project analysis; the focuses lay on shareholder value, asset finance and appraisal of project’s return on investment.

Empirical research from all these fields is scarce. Many research projects have been concentrated on the impacts of restructuring of public assets or services. Experiences have been analysed and brought forth to the attention of policy makers, business and industry and researchers, but a comprehensive, consistent view is still missing. Obviously, this will be clarified in due time. One of the first reported experiences on Design-Build-Finance-Operate projects from the UK has been brought forth by Shaoul et al. (2004). Their view on DBFO and shadow tolls in the UK road projects is very critical, underlining the missing benefits of public sector and excessive profits of the private investors. Also the feasible combination of interests represented by different parties is lacking empirical research. Project investor-focused research is even scarcer (speaking of published scientific work). This type of research should show what is a favourable framework and environment for private investors to enter the infrastructure asset market and what are the preconditions for the investor to be successful.
2.2 The research questions and structure of the research

This research investigates the characteristics of a feasible framework for private finance of road infrastructure projects with the aid of one case project that is analysed in depth. The research makes an effort to find out whether private finance of road infrastructure projects is able to bring additional benefits for the stakeholders, i.e. the state and the project investors and whether this instrument (private finance) is applicable from the viewpoint of the aforementioned stakeholders.

This research presents the following research questions (RQ) structured as main research questions and subset of more particular research questions:

**RQ1: What kind of statements or presumptions rise from literature under the scope of this research? Are these statements and presumptions confirmed or contradicted by this Finnish case study?**

The more precise subset of research questions are shown in Table 5 with references. These questions are derived directly from the earlier literature overview.

*Table 5. Statements and presumptions to be examined; RQ1.1–RQ1.5.*

<table>
<thead>
<tr>
<th>Statements or presumptions hypothesized</th>
<th>Reference</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ1.1: Project company should have a low proportion of debt</td>
<td>Dias &amp; Ioannou 1995</td>
<td>Statement based on theoretical analysis on project company and its finance</td>
</tr>
<tr>
<td>RQ1.2: Shadow toll arrangement is expensive for the state</td>
<td>Shaoul et al. 2004</td>
<td>Statement based on case analyses on realized DBFO projects in the UK</td>
</tr>
<tr>
<td>RQ1.3: Efficiency gains of private finance have to be extensive to justify the financing method; contract techniques crucial for win-win situations</td>
<td>Kain 2002</td>
<td>Statement based on Channel Tunnel Rail Link project analysis</td>
</tr>
<tr>
<td>RQ1.4: High-risk projects with large sunken costs are mainly debt financed; project finance is mainly relying on debt</td>
<td>Bond &amp; Carter 1994, Shah &amp; Thakor 1987</td>
<td>Statement based on observations on IMF projects utilizing private capital (Bond &amp; Carter) and on asymmetric information theory (Shah &amp; Thakor)</td>
</tr>
<tr>
<td>RQ1.5: Private finance can enable welfare gains</td>
<td>Gomez-Ibanez et al., 1991*</td>
<td>Presumption based on expert experience and logic</td>
</tr>
</tbody>
</table>

* Just one example of similar perceptions; liberalized finance policies share this perception widely.
The second research question is:

**RQ2: What kind of project model can be constructed for the analysis of privately financed infrastructure projects?**

- RQ2.1: What sub-set of different models are needed for full project model elements, i.e. what is the model structure?
- RQ2.2: What are the identified economic or technical determinants for economically successful performance (and thus for risks) of private financed infrastructure project?
- RQ2.3: How can the risks be structured and what are their internal or causal relationships?

The third research question is addressed to economic performance of the project:

**RQ3: What is the expected economic performance of the case project?**

- RQ3.1: What risk determinants are expected to most affect the project’s and investors’ economy and what seems to be their ranking?
- RQ3.2: What is the state’s expected position with regard to project economy and how well do the state’s and project investors’ interests coincide?

The research is conducted in five main parts:

Part I: Introduction and research scope (Chapters from 1 to 3) concentrates on introduction and literature and takes an overview of private finance topics. The scope and objectives of this research are introduced.

Part II: Project valuation and project risk (Chapters 4 and 5) deals with the theory of investment and project valuation as capital asset pricing problem is briefly introduced. Capital Asset Pricing Model is discussed in the assessing of risks and its applicability to physical infrastructure. Also the generic theory of risk is briefly discussed and the risk structure model is introduced.
Part III: Project model specification based on empirical data (Chapters from 6 to 9) concerns with the risk operationalisation of case project based on empirical time series data. This part contains the time series of particular cost and revenue items. The empirical data is restricted to the time series before the concession. The multi-equation project framework model is constructed using minimum set of parameters of economy and utilising the interdependencies (even if weak) between these parameters. The time series model is an autoregressive model that is used for economic growth scenario creation. The time series model serves as a starting point in the application of project framework model which in turn simulates other economic and project data. The full project model includes the abovementioned sub-models complemented by project company cash flow model.

Part IV: Simulations and analysis of simulated data (Chapter 10) runs the models and simulated outputs of the project are analysed with the help of statistical regression methods. Some simulations are carried out as sensitivity analysis keeping the majority of parameters fixed. The research questions related to investor preferences and risks are addressed.

Part V: Summary of results and evaluation (Chapters from 11 to 15) concludes and makes recommendations derived from statistical analyses. The research questions concerning the potential conflicts of interest between the state and private investors as well as the implications for private finance policy or tactical guidelines, e.g. contract arrangements are addressed. Also the most recent empirical data on the case project is evaluated whether it is in line with simulation results and model predictions. This evaluation gives the first step validation of the research results.

2.3 Expected outcomes and contributions, summary of the research process

One essential outcome is the project model for decision support and as such contributes to financial and economic analysis of infrastructure projects. The model is built in view of the decision making point on case project in 1996 when the bidding for the project was officially initiated. Recent observed, real data is used to preliminarily validate the project model.
The determinants that determine the case project’s net present value, and thus shareholder value, are identified and ranked. These determinants are naturally at the same time the risks from the project investors’ point of view. Also the research problem of optimal capital structure is addressed and recommendations concerning the capital structures of similar future projects are made. These contributions are compared to the conclusions presented by Dias and Ioannou (1995), as they suggest relatively low debt proportion in financing of the project, based on their quantitative modelling of hypothetical project. In an earlier analysis of the same case project, Leviäkangas (1998) suggested high debt ratio because of low project beta based on historical variations of traffic volumes and subsequent low cash flow volatility. Bond and Carter (1994) reported typical debt/equity ratios of 59%/41% in IMF financed projects.

We will also look at the return on capital issue as a potential conflict of interest between private investors and the public administration, i.e. the state. If win-win situations are hard to be found in privately financed infrastructure projects this will have a direct impact on policies.

It is also expected that contributions are found when examining the economic positions of state versus the private investors’ interests; these implications are evident when project risk, for example, is analysed. How much does private finance and risk transfer cost the state and is this transfer resulting in any benefits to the state? What should be the policy and tactical guidelines for the state in private financing in the light of analysed case project? Tiong (1995a; 1995b) and Tiong and Yeo (1993) presented some ranked success factors how the BOT contracts were awarded and we should be able to assess whether these same factors can and should be identified.

Finally, the above questions lead us to the problem of private finance policy. This research gives some guidelines as to what kind of projects and what type of investors are suitable and needed for shadow toll road projects. Some general recommendations concerning project selection, investor suitability evaluation and contractual issues are given. Thus this research assumes a normative approach element contributing to decision making situations in the foreseeable future as private finance of infrastructure is taking its very first steps in Finland and when even global empirical knowledge on this issue is scarce. Great expectations are set for private finance but is it really working for the benefit of all?
The statements and presumptions appearing in Table 5 are relevant for the research and thus are re-examined in order to confirm or contradict them. These can be regarded as a set of hypotheses which can be assessed based on case project analysis. The difference between statement and presumption is that the former is based on research work whereas the latter is based on argumentation, perception and general beliefs.

Figure 5 and Table 6 summarize the whole research process as well as how the process serves the research questions and contributions.

Table 6. Summary of the research scope, questions and methods.

<table>
<thead>
<tr>
<th>Research Part</th>
<th>Chapters</th>
<th>Research Scope</th>
<th>Research Question (RQ) or Contribution</th>
<th>Applied Methods and Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parts I &amp; II: introduction, literature, project valuation</td>
<td>1–4</td>
<td>Private finance of infrastructure projects, finance models and investor risk</td>
<td>RQ1: What are the statements and presumptions that arise from literature under the scope of this research?</td>
<td>Literature review</td>
</tr>
<tr>
<td>Parts II &amp;III: risk models, risk operationalization of the case project, project model</td>
<td>5–9</td>
<td>Risk structure, empirical variation of risk determinants (economic factors, cost factors, etc.), risk determinant inter-dependencies</td>
<td>RQ2: How project risk determinants can be structured? How are they dependent on each other?</td>
<td>Time series analysis, regression analysis</td>
</tr>
<tr>
<td>Part IV: simulation of the case project</td>
<td>10</td>
<td>Simulation of time series data affecting the case project’s economy</td>
<td>RQ3.1: What risk determinants affect the case project’s economy and investor wealth the most? RQ3.2: Do investors’ and the state’s interests coincide?</td>
<td>Multi-equation simulation, multiple stepwise regression, CAPM (1-period)</td>
</tr>
<tr>
<td>Part V: conclusion, recommendations and discussion</td>
<td>11–12</td>
<td>Recommended private finance policies and policies for shadow toll roads</td>
<td>CONTRIBUTION: Reflecting back to RQ1: Which statements and presumptions can we confirm or contradict on the basis of this case analysis?</td>
<td>Deduction, evaluation of results</td>
</tr>
<tr>
<td>Part V: methodological discussion and model evaluation, further research needs</td>
<td>13–15</td>
<td>The applicability of corporate finance theory, CAPM; evaluation of the model in the light of most recent empirical data</td>
<td>CONTRIBUTIONS: Can we apply corporate finance to BOT and similar financing arrangements? Did our model perform well?</td>
<td>Subjective evaluation; preliminary model diagnostics</td>
</tr>
</tbody>
</table>
Is private finance applicable, in what terms and what are the risks?

RQ1: Statements and presumptions on the use and usability of private/project finance in infrastructure projects
RQ2: Project Model
RQ2.1: Model structure
RQ2.2 & 2.3: Risk determinants, risk relationships and causality
RQ3: Economic performance of the case project
RQ3.1: Determinants of performance
RQ3.2: Conflicting/coinciding interests of stakeholders

PART I: Theory
- privatization of assets
- private finance

PART II & III: Project model
- consisting of several sub-models

PART IV: Simulation of the case project
- outcomes & analysis of project economy
- project company & investors
- the state

PART V: Model diagnostics & evaluation of results and contribution

Methodological layer:
- Literature review
- Empirical data analysis
  - linear regression
  - descriptive statistics
- Simulation
  - autoregressive, multi-equation simulation of the case project using the project model
- Multiple regression

Research questions & contribution layer:
- Confirmation or contradiction of statements & presumptions

Research process layer:
- PART I: Theory
- PART II & III: Project model
- PART IV: Simulation of the case project
- PART V: Model diagnostics & evaluation of results and contribution

Implications for:
- Infrastructure finance policy & infrastructure management
- Contractual strategies
- Further research needs

Figure 5. Summary of the research process – methodological, research process and contribution layers.
3. Data and methods

3.1 Data sources

The primary source of time series data for road operating and construction is the Finnish Road Administration’s (Finnra) production statistics (Finnish Road Administration 1996a) which includes financial inputs to road construction and maintenance. The problem with this source is that it contains only national and regional data the latter being the most detailed level available concerning documented historical maintenance costs for 1981–1995. Costs on maintenance area level would perhaps give more detailed information on the costs of operations but this data is available only for a shorter period of time, i.e. 1991–1995. When ex post statistical data was not available or did not meet the requirements, Finnra’s own experts’ estimates which were made for the case project were used.

For re-paving works as part of maintenance package the primary sources of information were Finnra’s pavement statistics (Finnish Road Administration 1993; 1996b) which cover contract prices and unit prices.

Some Finnra statistics include only internal input prices which may differ from market prices. This is especially true with winter maintenance costs as winter-time maintenance operations were then done mainly by Finnra’s own organisation. When it comes to construction and paving works prices, Finnra’s statistics reflect reasonably well against market prices since most of these works are done by contracting through competitive bidding. Since government agencies do not pay value added tax (VAT), the prices are excluding VAT.

There is a question when estimating the risk of operating costs using regional data: is regional data comparable to road specific data, i.e. how much should be

---

9 Every road region is divided to several maintenance areas. E.g. Uusimaa region contained 15 maintenance areas in 1995. Like in any organisation, the discussions with various Finnra personnel brought out the fact that behaviour of maintenance units include elements of “gamesmanship”. Gamesmanship is a pattern of behaviour of managers at different levels when these managers try to manipulate accounting numbers in favour to their own personal or organisational goals. In public sector this means allocating costs to activities where cost limits are not that strict and utilising the allowed budget to the maximum. See e.g. Euske (1984, pp. 71–73).
relied on aggregate data? The case project is only one stretch of motorway, and the task is to operationalize the operating cost risk of this project on the basis of regional information on past operating costs. Clearly, it is not self-evident that the information available is suitable for this purpose. The regional data did not identify any differences between road categories except for asphalt pavement roads and gravel roads. Road-specific data simply does not exist and it was not possible to carry out road-specific \textit{in-situ} studies gathering cost data. Recently, the area-wise maintenance contracts that Finnra has adopted have changed the bidding and pricing strategies of maintenance contractors and thus some market prices have surely changed. As a result, there is also a discontinuity in maintenance cost data because of this.

The interest rates time series were available through public statistics (Statistics Finland, Bank of Finland) and posed no interpretation or applicability problems.

For traffic demand the time series of aggregate demand was available from the statistics of Finnra and project-specific demand through Finnra's regionally maintained road and traffic data bases.

### 3.2 Methods

To assess the volatility of time series the \textit{ex post} cost data was gathered and typical statistical ratios (mean, variation) were calculated. The prerequisites for this method are reliable and detailed \textit{ex post} data records. Project-specific cost data was based on Finnra's expert estimates, but the volatility attached to these items was based on relative variation derived from historical data.

The inter-dependence of variables is one of the key issues. For example, it is generally known that inflation and real interest rates are negatively correlated (see e.g. Lipsey & Chrystal 1995, pp. 513–515). Also it is reasonable to assume that general price changes of civil engineering works (the corresponding cost index) are correlated with road maintenance costs. These relationships (with uncertainty related to their regression parameters) have been used in the case project model construction.
The methodological approach for this research is the following:

1. In the first part there is a review of literature, the theoretical framework and the scope is set (Chapters 1 and 2). Also the basic tools of corporate finance and project valuation are briefly introduced (Chapter 4). The data sources and methodologies are discussed and described in Chapter 3. The theory of risk is discussed and the risk structure model is synthesized (Chapter 5).

2. The *ex post* data of each variable is shortly described and analysed for the use of specified models (Chapter 6). The description and analysis includes: i) evaluation of the time series available and used in this research; ii) the contract terms for the case project as far as they are known and not regarded as confidential; if confidential, the available information from tender documents or oral information from key people is used; iii) evaluation of the nature and behaviour (stochastic, stationary, contingency, variability) of variable in question.

3. The research continues with the analysis of inter-dependencies of selected variables with the help of multiple regression (Chapter 7); the inter-dependencies are used to build a multi-equation simulation model of the project framework. Similar simulation models are described by Pindyck and Rubinfeld (1991, p. 287). This model is used to research the behaviour of the case project in plausible future states of the world. STATISTICA® software is used to perform the regressions.

4. The research completes the project model on the basis of financial and investment theory. This model can additionally be regarded as an *a priori* decision support model for the case project and as such contributes to generic private financed projects’ decision tools. The simulation software used is iThink® which allows multi-equation simulation combined with statistical distributions. Regression relationships provided by earlier research steps are used in the simulation. Some of the relations are later relaxed so that recent data is used as a starting point. However, the main modelling is done based on data series that ends in year 1996, which is the decision making point for project investors. This part is in Chapter 8.
5. In Chapter 10, the simulations that are performed provide results for statistical and structural analysis of the project. Simulations are carried out in two ways. First the whole network of interdependencies are let to vary according to empirical distributions (the distributions of regression variables) so that different possible outcomes are produced but maintaining the weak relationships between variables (endogenous and exogenous) of the project model. Similar approaches to generate observations by simulation are used in finance and economics literature – for Finnish examples, see e.g. Salmi and Virtanen (1997; 1995). These outcomes are then further analysed with the aid of multiple regression in seeking relevant critical factors. For example, the insolvency analysis is performed so that multiple cash reserve outcomes are simulated with the simulation model and then the key determinants of insolvency are sought by multiple regression.

6. Finally, the results are discussed, analysed and concluded and future research needs are identified. This part is the researcher’s subjective interpretation of the results and dealt with in Chapters 11–14.

Simulation was selected as the primary method because of the complexity of the analytical solutions. Furthermore, the lack of empirical observations compelled to simulating observations in order to test probabilistic models. Thus, this research also falls into the category of systems analysis, the system being the case project and the observations being the results and outcomes of simulations of the project (see e.g. McMillan & Gonzales 1973, pp. 20–25). The project model is a multi-equation simulation model as defined by Pindyck and Rubinfeld (1991, p. 287). The typical field for these types of models has been econometrics, but have been more and more widely adopted for e.g. corporate financial planning and engineering (Pindyck & Rubinfeld 1991, pp. 360–361).
PART II: PROJECT VALUATION AND PROJECT RISK

In this section, the concept of risk is presented in the framework of financial theory. Then, the relevant project cash flows are identified as it is their volatility that builds the risk for the project. The project cash flows are studied in detail as to how they form the value of the project. This is followed by brief introduction of risk models and the approach used by financial theory is categorized. Also the different typologies of risks are introduced based on literature concentrating particularly on civil engineering and construction projects. Starting from the cash flows and ending up to risk models, a synthesis is presented in the form of project’s risk structure model.

The end result of Part II are thus the cash flow model and the risk structure model, the former based on financial theory and Capital Asset Pricing Model, the latter based on cash flow model and literature on risk. The private investors’ risk dominates the view taken.

This section gives preliminary answers (conceptual models) to the following second set of research questions:

*RQ2: What kind of project model can be constructed for the analysis of privately financed infrastructure project?*

– RQ2.2: What are the identified economic or technical determinants for economically successful performance (and thus for risks) of private financed infrastructure project?

– RQ2.3: How can the risks be structured and what are their internal or causal relationships?
4. Project valuation

4.1 Project valuation using CAPM

The net present value (NPV) rule of the investment is:

\[
NPV = \sum_{t=0}^{n} \left( \frac{FCF_t}{(1 + r_p)^t} \right) - I_0
\]

(Eq.4-1)

where

\[
NPV = \text{net present value of the project} \\
FCF_t = \text{free cash flow in period } t \\
r_p = \text{cost of capital and required return on project} \\
n = \text{number of periods} \\
I_0 = \text{initial investment in project.}
\]

Consistency in financial theory requires that the discounted free cash flows net of initial investment equal the net present value of the project which represents the increase of wealth of project investors. The required return is adjusted using e.g. Capital Asset Pricing Model (Sharpe 1963; Sharpe 1964; Treynor 1961) on the basis of how risky the cash flows are. CAPM was developed for principally valuation of stock market securities but has been used further to evaluate individual projects (see e.g. Brealey & Myers 1991, p. 206) and physical investments (see e.g. Bogue & Roll 1974; Dias & Ioannou 1995). A review of empirical tests on CAPM can be found in Copeland and Weston (1988, pp. 212–217).

Using CAPM as the measure of project return under uncertainty one needs to define 1) a risk free interest rate for a risk-free asset, 2) the risk, that is, the variance, of all marketable assets, i.e. market portfolio variance, 3) the return on market portfolio, and 4) the risk (variance) of risky asset in question. The CAPM is written as a function of expected return on project \( r_p \)

\[
E(r_p) = r_f + \left[ E(r_m) - r_f \right] \beta_p
\]

(Eq.4-2)
where

\[ r_f = \text{risk-free rate of interest; usually the empirical values are government/state bond interest rates} \]

\[ E(r_m) = \text{expected rate of return of market portfolio; e.g. a fully diversified investment in stock exchange securities} \]

\[ \beta_p = \frac{Cov(r_p, r_m)}{Var(r_m)} = \frac{\sigma_{p,m}^2}{\sigma_m^2} \]  

(Eq.4-3)

\[ \beta_p = \text{covariance between project return and market portfolio return divided by variance of market return; if } \beta > 1 \text{ the project return is sensitive to market conditions and thus more risky, if } \beta < 1 \text{ the project is less risky than market portfolio; } E(r_m) - r_f \text{ is the risk premium for market portfolio as the portfolio is more risky than a risk-free asset.} \]

In order to be profitable i.e. to have a positive NPV the project must satisfy the following condition under the assumption of market equilibrium (a tilde \([\sim]\) symbolizes the uncertain value of variable):

\[ I_0 \leq \frac{E(\tilde{V}_{p,t})}{1 + E(\tilde{r}_p)} = \frac{E(\tilde{V}_{p,t})}{1 + r_f + [E(r_m) - r_f] \beta_p} \]  

(Eq.4-4)

where

\[ V_{p,t} = \text{the (uncertain) end-of-period value of project; one-period project} \]
\[ I_0 = \text{cost of initial investment, that is, the value of project at the start.} \]

The CAPM can be used to determine the present value of the project as done by Dias and Ioannou (1995).
The project risk, project beta, is

\[ \beta_p = \frac{E(\bar{r}_p) - r_f}{E(\bar{r}_m) - r_f} \]  

(Eq.4-5)

As the project risk consists of many interrelated or individual variables project risk in some cases may have to be divided into its critical cash flow components (Copeland & Weston 1988, pp. 414–416). For the case project of this study, this approach was used in Leviäkangas (1998), yielding to almost zero beta, \( \beta_p \approx 0 \).

### 4.2 Project cash flow model and stakeholder values

To start with, the following symbols are used:

- **Rev** = revenues of the project company; in the case project these are the shadow toll revenues paid by the state to the project company
- **Ope** = operating expenses of the project company; these are mainly all-year-round road maintenance costs
- **C** = construction cost, i.e. the expenses of building the road
- **Tax** = corporate taxes paid by the project company
- **E** = equity capital invested in the project company
- **D** = debt capital raised by the project company
- **iD** = interest on debt capital
- **A** = amortisation of debt
- **Dep** = depreciation of the road asset
- **T_c** = corporate tax rate.

We assume only corporate tax.

The risky cash flows of the project company and the risks of different parties like equity investors, debt investors, and the state, are later described as the project model is developed. However, a preliminary model is shown in Figure 6.
The predecessor of this example is from Lawson and Stark (1975, p. 23). In Figure 6 the case project structure has already been assumed so that e.g. the state pays shadow toll to the project company.

The simplified description of cash flows of different parties involved (excluding project company’s personnel and suppliers) is shown in the cash flow statement in Table 7. It is assumed that the project company distributes immediately all the net cash flow earned to shareholders as dividends. This is a reasonable assumption since the whole idea of the project is to generate adequate and as-early-as-possible cash stream to investors.

Table 7 depicts the cash flows of a project company and its framework as shown in Figure 6 and forms the central piece of the entire analysis.

*Figure 6. A simplified model of project cash flows.*
Table 7. Project cash flows to different stakeholders.

<table>
<thead>
<tr>
<th>Equity investors</th>
<th>Debt investors</th>
<th>Project company</th>
<th>The state</th>
<th>Contractors &amp; suppliers</th>
<th>Notes &amp; explanations</th>
</tr>
</thead>
<tbody>
<tr>
<td>-E</td>
<td>+E</td>
<td></td>
<td></td>
<td></td>
<td>Equity investors invest $E$ in the project company</td>
</tr>
<tr>
<td>-D</td>
<td>+D</td>
<td></td>
<td></td>
<td></td>
<td>Debt investors invest $D$</td>
</tr>
<tr>
<td>-C</td>
<td>+C</td>
<td></td>
<td></td>
<td></td>
<td>Project company constructs the road at expense $C$</td>
</tr>
<tr>
<td>+Rev</td>
<td>-Rev</td>
<td></td>
<td></td>
<td></td>
<td>Project company receives shadow tolls from the state</td>
</tr>
<tr>
<td>-Ope</td>
<td>+Ope</td>
<td></td>
<td></td>
<td></td>
<td>Project company pays contractors for the operating (e.g. maintenance)</td>
</tr>
<tr>
<td>+iD</td>
<td>-iD</td>
<td></td>
<td></td>
<td></td>
<td>Project company pays interest on debt</td>
</tr>
<tr>
<td>+A</td>
<td>-A</td>
<td></td>
<td></td>
<td></td>
<td>Project company amortizes the debt</td>
</tr>
<tr>
<td>-Tax</td>
<td>+Tax</td>
<td></td>
<td></td>
<td></td>
<td>Corporate taxes after expenses, depreciation* and interest</td>
</tr>
</tbody>
</table>

$$ +[(1-T_c)(Rev-C-Ope)+T_cDep+T_ciD] -[(1-T_c)(Rev-C-Ope)+T_cDep+T_ciD] $$

The surplus cash flow available for shareholders, paid by the project company**

*Depreciation ($Dep$) equals the cost of depreciated asset ($C$)
**The available surplus for investors after their capital outlays
$$ = (1-T_c)(Rev - C - Ope - Dep - iD) = Rev - C - Ope - Tax = Free cash flow (FCF)$$

The free cash flow to investors ($FCF$) is the measure of wealth increase for them. This surplus is available for investors after their initial capital outlays ($E$, $D$). All the remaining analysis is based on this concept. To open the calculus of the table we formulate the free cash flow for shareholders which is after-tax net cash flow plus tax advantages from depreciation and interest payments.
\[ FCF = (1 - T_c)(\text{Rev} - C - \text{Ope}) + T_c \text{Dep} + T_c iD \]
\[ = \text{Rev} - C - \text{Ope} - T_c(\text{Rev} - C - \text{Ope} - \text{Dep} - iD) = \text{Rev} - C - \text{Ope} - \text{Tax} \]

because taxes paid by project company must be

\[ \text{Tax} = T_c(\text{Rev} - C - \text{Ope} - \text{Dep} - iD) \]

The total cash flows for a single project company build up from total cash flows to equity holders, defined as

\[ TCF_E = (\text{Rev} - \text{Ope} - C - \text{Tax} - iD - A) - E \quad \text{(Eq.4-6)} \]

and the total cash flows to debtholders

\[ TCF_D = (iD + A) - D \quad \text{(Eq.4-7)} \]

Summing these two form the total cash flows of the single-project company

\[ TCF_E + TCF_D = \text{Rev} - \text{Ope} - C - \text{Tax} - (E + D) = FCF - (E + D) \quad \text{(Eq.4-8)} \]

which states that the incremental value produced by the single-project company to its owners is the free cash flow minus the initial capital outlays of equity and debt. Net present value of project investors’ investment \(NPV_{PI}\) follows when their invested capital is subtracted from present value of project company’s cash flows.

\[ NPV_{PI} = FCF - E - D \quad \text{(Eq.4-9)} \]

The market value of the project company is the present value of free cash flows, i.e. the initial capital outlays plus the incremental value:

\[ V_p = FCF = E + D + NPV_{PI} \quad \text{(Eq.4-10)} \]

The market value of debt is the initial debt outlay plus the incremental available to debtholders

\[ D_m = D + TCF_D = D + (iD + A) - D = iD + A \quad \text{(Eq.4-11)} \]
The market value of equity is the initial equity outlay plus the incremental available to equity holders

\[ E_m = E + TCF_E = E + (Rev - Ope - C - Tax - iD - A) - E = FCF - iD - A \]

(Eq.4-12)

The market value of the single-project company may be written also as

\[ V_p = E + D + NPV_{PI} = (E_m - TCF_E) + (D_m - TCF_D) + (TCF_E + TCF_D) = E_m + D_m \]

(Eq.4-13)

The returns on project, debt and equity are consequently

\[ R_p = \frac{E_m + D_m}{E + D} = \frac{V_p}{E + D} = \frac{E + D + NPV_{PI}}{E + D} = \frac{FCF}{E + D} = 1 + \frac{NPV_{PI}}{E + D} = 1 + r_p \]

(Eq.4-14)

where \( R_p \) and \( r_p \) represent the end-of-period returns on compounded basis.

Assuming that equity and debt investor outlays in the beginning of the project are equal to investment outlay in Eq.4-4 and that end-of-period project values in Eq.4-13 and Eq.4-4 represent the same things, i.e.

\[ I_0 = E + D \quad \text{and} \quad E(V_{p1}) = V_p \quad \text{and} \quad E(\bar{r}_p) = r_p \]

(Eq.4-15)

results in consistency with basic CAPM-based project valuation:

\[ 1 + E(\bar{r}_p) = \frac{E(V_{p1})}{I_0} = \frac{V_p}{E + D} = \frac{E_m + D_m}{E + D} = 1 + r_p \]

(Eq.4-16)

\( r_p \) being determined by Eq.4-2.
4.3 Cost of capital

Determining the appropriate discounting rate for project cash flows includes the calculation of weighed average cost of capital (WACC). It is possible to estimate WACC by CAPM in a world of corporate taxes only using the following relationships (Copeland & Weston 1988, p. 456):

\[
\begin{align*}
    r_E &= r_f + [E(r_m) - r_f] \beta_E \\
    r_D &= r_f + [E(r_m) - r_f] \beta_D \\
    WACC &= r_E \frac{E}{V_p} + (1 - T_c) r_D \frac{D}{V_p}
\end{align*}
\]

(Eq.4-17a, 4-17b, 4-17c)

where

- \( r_E \) and \( r_D \) are the risk-adjusted required returns on equity and debt
- \( \beta_E \) and \( \beta_D \) are the covariances between return on equity/debt and market return divided by the variance of market return
- \( E_m \) and \( D_m \) are the market values of equity and debt and their sum \( V_p \) is the total market value of the project company
- \( R_f \) is the risk-free rate and \( E(r_m) \) the expected return on market.

The cost of capital tends to decrease as the debt financing increases due to tax advantage of leverage.

The estimation of betas is simple using historical data. However, in a single-project company the use of WACC is problematic: the market values of debt and equity are needed to set weights for the WACC formula but the market values are not necessarily available if a) the project is not quoted by the market and b) the market value of the project is dependent on future cash flows but the cash flows cannot be discounted properly without WACC (which in turn needs market value weights). A simple method would be to use face value weights, though the textbooks do not recommend that. However, this should not result in an excessively large error, due to the following reasons:

- The equity needed to finance the project is mostly used to cover cash outlays in the beginning of the period (e.g. construction costs, purchase of equipment,
etc.) when cash inflows do not yet occur; thus, the equity invested reflects the market value because it can be considered to be quite close to the replacement (= repurchase or reconstruction) value of the project (Copeland & Weston 1988, pp. 446–447).

− The face value of debt in the beginning of the project should not differ too much from the market value of debt, either, and book values are commonly used for debt unless market values are available.

− The error of using book values in this kind of project is usually in the same direction with both equity and debt, i.e. they both are probably too low compared to market values given that the project is profitable and has a positive NPV.

The implication is that the risks of the project, i.e. project beta but also betas of equity and debt, change as the leverage changes. Copeland and Weston (1988, p. 471) present the following equations based on work by Hsia (1981) where the analogy between option pricing theory and risky debt is combined:

\[
\begin{align*}
    k_D &= (1-T_c) \left[ r_f + \left( \rho_E - r_f \right) N\left(-d_1\right) \frac{V_p}{D_m} \right] \\
    k_E &= \rho_E + \left( \rho_E - k_D \right) (1-T_c) \frac{D_m}{E_m} \\
    WACC &= \rho_E \left(1-T_c\frac{D_m}{V_p}\right)
\end{align*}
\]

(Eq.4-18a, 4-18b, 4-18c)

where

\(k_D\) and \(k_E\) are cost of debt and equity capital
\(T_c\) is the corporate tax rate and \(r_f\) is the risk-free rate of interest
\(\rho_E\) is the cost of capital for an all-equity financed project
\(N(d_1)\) is the cumulative normal probability of the unit normal variate \(d_1\), expressed as:

\[d_1 = \frac{\rho_E - r_f}{\sigma}\]

10 Risky corporate debt is equal to default-free debt (i.e. no risk) minus a put option (the alternative that debtholders receive less than promised in case of default) (Hsia 1981; Copeland & Weston 1988, pp. 464–471).
\[ d_i = \frac{\ln \left( \frac{V_r}{D_n} \right) + r_f \times t}{\sigma \sqrt{t}} + \frac{1}{2} \sigma \sqrt{t} \]  \hspace{1cm} (Eq. 4-19)

\( t \) is the time maturity for debt \( D \) and \( \sigma^2 \) is the variance of return on project company’s assets, i.e. return on project.

Again the determination of costs of capital requires market values which are not available for a non-quoted single-project company; the cash flows can be used to approximate market values but the cost of capital discounted cash flows need in turn the market value weights which leads to the same problem as previously. The variance of return on project has to be estimated on the basis of historical data. However, using the initial capital outlays of debt and equity as weights and estimating the variance of project returns e.g. by using historical traffic development it is possible to approximate cost of capital with different capital structures.
5. Risk structure model

5.1 Different perspectives to risk and classifications of risk models

In this section, the risk structure for the case project is constructed. The structure describes the determinants that are usually in financial theory captured in one term, i.e. the discounting rate; the risk is operationalized with risk adjusting multiplier, the beta. However, behind the one term and multiplier there are numerous factors that build up the project’s aggregate risk. These factors, determinants, are the ones which are structured and described in the following. Before directing to risk factors and risk classifications, it is appropriate to discuss very briefly various risk models and their underlying theoretical premises. Shoemaker (1980, pp. 28–44) classifies risk models according to Figure 7.

Capital Asset Pricing Model (CAPM) is a mean-variance risk model based on Markowitz’s portfolio theory (Markowitz 1959) and expected utility theory.

It is also in place, in the beginning, to distinguish between speculative and pure risks as done by Doherty (1985, p. 3). Speculative risk offer also the possibility of gain but pure risk have only losses to offer. Most risks in financing context are speculative risks. Doherty takes the financial approach to the definition of risk and states:

“Thus risk relates to the underlying variability in some relevant value; measures of risk are mathematical conventions to summarize the pattern and extent of such spread.”
Figure 7. Classification scheme for descriptive risk models (Shoemaker 1980).

Risks of the project vary according to perspectives taken by each party involved. Sponsors (owners, equity investors), lenders, contractors and suppliers, government, and customers have their own risk perspective and thus differing risks related to the project. Bond and Carter (1994, pp. 15–24) provide a generic risk profile for privately financed infrastructure projects as follows:

- **Commercial risks**, consisting of a) project-specific risks; developing and constructing the project, operating and maintaining the assets, and finding the market; b) broader economic environment risks, including such as interest rate changes, inflation, currency risk and international price movements of raw materials and energy inputs.

- **Non-commercial or policy risk**, consisting c) project-specific policy risks such as expropriation, changes in the regulatory regime, and failure of the government or its public enterprises to meet contractual obligations; and d) political risk which includes events such as war or civil disturbance.

Furthermore, Bond and Carter identify the time perspectives of the project with different risk profiles and financing requirements. **Development phase** includes a very high risk; this is why equity capital is usually used. **Construction and start-up phase** also include a high risk and require large volumes of capital – debt and equity and all their variants are deployed. In the **operational phase** the risks are lower but refinancing may still be required.
Also Griffith-Jones (1993, p. 22) identifies these three phases of the project and risks they contain. She formulates a typology of risks as shown in Table 8.

Table 8. A typology of risks (Griffith-Jones 1993, p. 22).

<table>
<thead>
<tr>
<th>Project phase</th>
<th>Risks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Promotion and preparation</td>
<td>Failure of feasibility study</td>
</tr>
<tr>
<td></td>
<td>Unsuccessful bid</td>
</tr>
<tr>
<td></td>
<td>Planning/environmental consents delayed or not obtained; other legislative difficulties</td>
</tr>
<tr>
<td>Construction</td>
<td>Delays and cost overruns attributable to contractors; technical non- or underperformance</td>
</tr>
<tr>
<td></td>
<td>Delays due to force majeure</td>
</tr>
<tr>
<td></td>
<td>“Policy” risks; e.g. non-completion of associated infrastructure, changed environmental regulations, transport policy development</td>
</tr>
<tr>
<td>Operating</td>
<td>Inflation / Currency risk / Interest rates</td>
</tr>
<tr>
<td></td>
<td>Technical difficulties</td>
</tr>
<tr>
<td></td>
<td>Revenue shortfalls and excess costs for commercial reasons: (low levels of traffic, changes in input prices, etc.)</td>
</tr>
<tr>
<td></td>
<td>Revenue shortfalls or cost overruns due to “policy” changes (competing infrastructure, environmental regulations, etc.)</td>
</tr>
</tbody>
</table>

In Kangari’s (1995) report of ASCE (American Society of Civil Engineers) questionnaire concerning US contractors’ risk management and priorities in 1993, the results were according to Table 9. It is clearly seen that the construction phase alone is divided into numerous technical and financial risks. However, as Kangari reports, it should be emphasized that risk management trends vary over time – as world changes, so do risks. Furthermore, Table 9 mainly describes conventional construction contracts while privately financed contracts include a special emphasis on the financial issues. Hence, they are certainly more complex in terms of risk management.

In a BOT-type of project, there are some risks in Table 9 which would intuitively seem more important than others. Financial failures, inflation, changes in
government regulations, and any risk that affects either to construction cost or the revenue stream of the project are of more significance than in an ordinary type of project which excludes operating phase and long-term capital financing.

Redhead and Hughes (1988, pp. 3–8) analyse financial risks and subdivide foreign exchange rate risk further to transaction, translation and economic exposure. Transaction exposure is the possibility of gains and losses from the direct effects of rate movements on anticipated cash flows. Translation exposure is also known as accounting or balance sheet exposure which arises from mismatch between assets and liabilities in foreign currencies or mismatch between valuation principles. Economic exposure is the exposure to the effects of exchange rate movements on the economic environment of the company such that the volume of turnover is affected or the prices of its domestic inputs or outputs change relative to other prices within the domestic economy.

Table 9. Risks and their importance; US contractors’ view in 1993 (Kangari 1995).

<table>
<thead>
<tr>
<th>Risk Description</th>
<th>Importance (1…10), average of replies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety</td>
<td>8.3</td>
</tr>
<tr>
<td>Quality of work</td>
<td>8.2</td>
</tr>
<tr>
<td>Defective design</td>
<td>8.0</td>
</tr>
<tr>
<td>Labour and equipment productivity</td>
<td>7.6</td>
</tr>
<tr>
<td>Delayed payment on contract</td>
<td>7.5</td>
</tr>
<tr>
<td>Contractor competence</td>
<td>7.5</td>
</tr>
<tr>
<td>Financial failure – any party</td>
<td>7.3</td>
</tr>
<tr>
<td>Changes in work</td>
<td>6.9</td>
</tr>
<tr>
<td>Differing site conditions</td>
<td>6.9</td>
</tr>
<tr>
<td>Contract-delay resolution</td>
<td>6.8</td>
</tr>
<tr>
<td>Indemnification and hold harmless</td>
<td>6.5</td>
</tr>
<tr>
<td>Labour, equipment and raw material availability</td>
<td>6.4</td>
</tr>
<tr>
<td>Change-order negotiations</td>
<td>6.4</td>
</tr>
<tr>
<td>Third-party delays</td>
<td>6.2</td>
</tr>
<tr>
<td>Actual quantities of work</td>
<td>5.8</td>
</tr>
<tr>
<td>Site access / right of way</td>
<td>5.6</td>
</tr>
<tr>
<td>Labour disputes</td>
<td>5.5</td>
</tr>
<tr>
<td>Defective materials</td>
<td>5.1</td>
</tr>
<tr>
<td>Inflation (lump-sum or unit price contracts)</td>
<td>4.7</td>
</tr>
<tr>
<td>Permits and ordinances</td>
<td>4.7</td>
</tr>
<tr>
<td>Defensive engineering</td>
<td>4.6</td>
</tr>
<tr>
<td>Acts of God</td>
<td>4.4</td>
</tr>
<tr>
<td>Changes in government regulations</td>
<td>4.1</td>
</tr>
</tbody>
</table>
Ren (1994) brings more dimensions to project risk management. He introduces the concept of “risk lifecycle” which means that the time property of risk, i.e. start and end time of risk occurrence is also taken into account. This approach relates to risk profiles listed by Bond and Carter. The earlier the project phase, the more risk occurrences are there ahead. Assigning risk probability distributions with cash flow effects makes up the risk profile of the project. Ren also lists the basic patterns of risk relationships. Independence of risk means that it does not affect any other risk in the system. Dependence is naturally the opposite situation where one risk occurrence will affect the probability of another occurrence (if A happens, then probably B will happen). In the parallel risk relationship more than one risk (A, B, C...) together will affect one or more other risks (a, b, c...) and in the series situation all the risks (A, B, C...) must happen if risks (a, b, c...) are to happen. It is easy to see that Ren’s method is important from the cash-management and liquidity perspective of the project. The risk profile points out when the risks of the project may occur and the risk relationships update the risk profile if risks are continuously monitored.

5.2 Synthesis – risk structure of a project

On the basis of the above discussion, the risks of the case project are attempted to classify in a meaningful way so that project risks may be quantified. In the end, all risks have a financial effect to the outcome of the enterprise.

Financial risks

The risks involved in a privately financed infrastructure capital investment project may be classified according to uncertainties that relate to either 1) receiving an expected benefit or cash flow, or 2) construction cost, costs of operating or financing costs of the facility. Some risks appear to be critical while others are more trivial. However, the organisational and contractual framework allocating the risks between parties involved determines the importance of each risk from different viewpoints. The risks may be listed according to their economical context as follows:

- construction cost risk; defective design, defective cost engineering, increases in input prices (inflation)
− interest rate risk; cost of debt capital
− foreign exchange rate risk in case of foreign investors
− operating cost risk; inflation
− demand risk; revenues from operation (from users of the service or as shadow charges from the government)
− risks related to technical implementation and operation of the project – e.g. time delays in construction or closing down the facility in case of accidents, etc. – which causes a disturbance to operating revenues even if demand factors remain unaltered.

These are the fundamental financial risks (in the end, technical risks always transform to financial risks) that can be transferred and allocated in various manners depending on the contractual arrangements applied in each case. Also equity holdings arrangements affect the behaviour and risks of different parties. For example, if project contractors and suppliers are also the equity investors of the project company, they have an incentive to perform their contracts economically and efficiently in order to guarantee a successful starting point for their investment, i.e. the project. Debt financiers are likewise interested in ensuring a successful implementation and operation of the project as they face the risk of loosing some of their investment in the case of bankruptcy.

Technical risks

In engineering projects technical risks are always present and form the most potential source of risks which then turn into financial risks. For the specific project in question, the following risks may be identified which in fact apply to any civil engineering project:

\textit{a) construction delays which delay the completion; this may be due to}

− bad weather conditions
− difficult or unexpected ground conditions
− delays of subcontractors or suppliers
− shortage of construction equipment or materials or special equipment related to technical systems of the project
– shortage of human resources, i.e. skilled labour and management
– accidents on the site
– design or construction errors which have to be repaired
– difficulties to put installed technical systems in operation

*Other risks*

To this group, one can include political and regulative risks that are mainly caused by national or local government actions (e.g. corporate tax, fuel tax, environmental taxes, etc., or legislative actions, e.g. traffic restrictions, emission standards, etc.). Also *force majeure* risks such as catastrophes, wars, strikes, acts of terror, etc, fall into this category. These risks exist, but in normal conditions they are disregarded unless the project itself is especially vulnerable – e.g. nuclear power plants, large dams, and like.

As was previously discussed, the risks of the project are financial risks and technical risks related to time and quality. Cost, time and quality are and have always been the fundamental project management issues. The risk structure may be illustrated as a tree-like hierarchy (Figure 8) where also causal relations of factors are shown. Time delays in construction phase, for instance, will inevitably lead to disturbances in revenues. All the technical and other risks have ultimately a financial impact on the project’s economy.

In Figure 8, the different phases for different risks overlap and sometimes it is difficult to assess in which phase of the project each risk should or could be identified and when these risks eventually could realize. The risk structure model can be utilized in various types of projects to assist risk identification process and risk assessment.
Figure 8. Risk structure of a privately financed civil engineering project (modified from Leviäkangas 1998).
PART III: PROJECT MODEL
SPECIFICATION BASED ON EMPIRICAL DATA

In this part, the risk determinants identified in the risk structure model and thus affecting the cash flows of the project are described and their correlations with each other are analyzed. This is done according to risk theory stating that in many occasions risks are not independent from each other. The classification of risks follows precisely the classification presented in the risk structure model in Figure 5 (economy-wide, project specific). As a result, the project framework model is provided (Figure 20) that conceptually ties the variables to the project cash flows and shows how the variables are dependent on each other. This way, the project framework model goes further in detail than the risk structure model. Empirical volatility of variables represent the ex post risks, or rather empirical factors contributing to risk. Project framework model is also presented mathematically as a multi-equation model.

Full project model ties everything together at project cash flow level. The full model incorporates a macro-economic scenario module, without which the simulation would not be possible, as all simulations are essentially artificial states of the world which may vary depending on the model specification. The full project model allows cash flow and value analysis of the project following the principles of financial theory. Different scenarios aid in assessing the volatility of cash flows and thus define the risk (volatility) of the project. Again, the main emphasis is on investors’ risk.
This section begins with assessing the volatility of different cost and revenue items and their determinants: interest rates, traffic demand, construction cost, operating cost and some specific issues related to disturbances in operation of the road. Then, the interdependencies are analyzed based on empirical data resulting in the project framework model. Finally, after specifying the economic scenarios model, the full project model is specified. The model starts with economic growth scenarios, generates interest rate and traffic demand (both national and project level) scenarios and thereon calculates the project cash flows in each simulated scenario.

The project beta is estimated mainly based on literature and earlier related studies. Beta is needed later to calculate project company’s cost of capital. Beta can also be regarded as a single-figure yardstick to assess project risk with relation to any other market investments.

This section provides more detailed answers to the second set of research questions:

**RQ2: What kind of project model can be constructed for the analysis of privately financed infrastructure project?**

- RQ2.1: What sub-set of different models are needed for full project model elements, i.e. what is the model structure?
- RQ2.2: What are the identified economic or technical determinants for economically successful performance (and thus for risks) of private financed infrastructure project?
- RQ2.3: How can the risks be structured and what are their internal or causal relationships?
6. Empirical volatility of economy-wide and project-specific variables

6.1 Interest rates

Interest rate changes constitute usually a major risk in investment projects. In the case project, the interest rate risk is borne totally by the contractor. The interest rate risk is mainly concerning debt capital which is usually granted with market-based variable interest rates added with appropriate premiums. The concessionaire/contractor was eligible to seek loans from European Investment Bank (EIB). EIB grants loans for prospective projects maximum 50% of the investment cost with maximum 25 years pay-back period. It is possible to have loans with first four years without interest. The rest of the debt capital is raised from domestic or international capital markets. The loans granted by EIB are probably less risky from the viewpoint of the borrower than ordinary domestic bank loans. However, it was assumed that prospective debt is raised from national institutions.

In practice, concessionaires of BOT-type projects hedge themselves against interest rate risk, but hedging of course has to be paid for. The costs of hedging should therefore be included in the bidding price. In order to assess the significance of interest rate risk, this study is not assuming any a priori hedging plans, but attempts to show the magnitude of interest rate risk.

According to statistics of Bank of Finland, domestic loans granted by Finnish commercial banks for firms during 1985–1995 cost approximately between 7 and 14% according to Table 10. The market rate of interest (12-months Helibor) varied between 6–15%. The 12-month Helibor rate is assumed to describe well enough the interest rate volatility of risky debt contracts with long maturity. Various Helibor rates are commonly used by Finnish banks added with negotiable premiums.

<table>
<thead>
<tr>
<th>Year</th>
<th>12-month Helibor* (%)</th>
<th>Average lending rate of new loans for firms (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1995</td>
<td>6.34</td>
<td>7.30</td>
</tr>
<tr>
<td>1994</td>
<td>6.33</td>
<td>7.13</td>
</tr>
<tr>
<td>1993</td>
<td>7.47</td>
<td>9.40</td>
</tr>
<tr>
<td>1992</td>
<td>12.96</td>
<td>13.32</td>
</tr>
<tr>
<td>1991</td>
<td>12.53</td>
<td>13.40</td>
</tr>
<tr>
<td>1990</td>
<td>14.39</td>
<td>13.33</td>
</tr>
<tr>
<td>1989</td>
<td>12.72</td>
<td>11.58</td>
</tr>
<tr>
<td>1988</td>
<td>10.50</td>
<td>10.50</td>
</tr>
<tr>
<td>1987</td>
<td>10.40</td>
<td>10.01</td>
</tr>
<tr>
<td>1986</td>
<td>na**</td>
<td>9.76</td>
</tr>
<tr>
<td>1985</td>
<td>na</td>
<td>10.62</td>
</tr>
<tr>
<td>1984</td>
<td>na</td>
<td>na</td>
</tr>
<tr>
<td>1983</td>
<td>na</td>
<td>na</td>
</tr>
</tbody>
</table>

* Average daily observations
** 12-month Helibor was quoted starting from November 1987

6.2 Traffic demand

Historical data of traffic demand is available at all three levels: national, regional and even project-specific data. The last mentioned is available only partly, though. The past data of national and regional traffic demand, i.e. vehicle kilometres of travel, are shown in Figure 9. Both national and regional demands have been growing steadily until the economic down-turn in the shift of 1990’s. The growth rates are supposed to have a long-term stationary average. However, regional traffic demand started growing earlier than national. The natural explanation is that the up-turn in economy usually starts from the capital region of Uusimaa and the rest of the country follows slightly lagged. This is simply because of concentration of economic activity.

Since the demand for traffic is so much dependent on general macroeconomic and demographic development the quantification of demand risk is really betting on other factors, mainly economic growth. Therefore, in order to focus on
correct risk factors, concentrating only on demand variations as such is not relevant. The next chapter deals in more detail with different risk parameters’ association with each other.

The concession contract stated that traffic demand risk is borne by the project company.

![Figure 9. National, regional (Uusimaa region) and road-specific changes of VKT estimates for 1980–1994.](image)

### 6.3 Construction cost risk

**Concession contract terms**

The construction cost risk is borne by the project company unless it can be shown that the cost increase due to the owner’s actions or erroneous information. The paving works of the new carriage-way are included in the investment part of the contract. In the actual contract, the investment part consisted of fixed payments of substantial sums during the construction period. These payments
were supposed to cover at least part of the construction cost. Toll payments would start as soon as the new carriage way was opened for traffic. The exact contract terms were confidential.

**Expected cost**

The initial cost estimate in 1995 price level for the detailed engineering and construction of the project is between 550–590 million FIM, VAT excluded. Therefore the expected amount of investment may be estimated as 570 million FIM. The band of the cost estimate seems quite narrow: only about ±3.5% of the total investment cost. According to Finnra statistics the unit cost (million FIM / km) of improving a semi-motorway to a full motorway varies significantly depending on the surrounding conditions and the scale of construction. Table 11 shows the variation of the unit costs (Finnish Road Administration 1996c). The costs include all other construction works needed due to the new project, i.e. bridges, other roads, game fences, noise barriers, etc.

*Table 11. Unit costs of up-dating a semi-motorway to a motorway; million FIM / km, 1995 prices; VAT excluded.*

<table>
<thead>
<tr>
<th></th>
<th>Favourable conditions</th>
<th>Average conditions</th>
<th>Difficult conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital region</td>
<td>3.8</td>
<td>5.8</td>
<td>10.0</td>
</tr>
<tr>
<td>Urban areas</td>
<td>3.5</td>
<td>5.5</td>
<td>8.5</td>
</tr>
<tr>
<td>Rural areas</td>
<td>3.0</td>
<td>4.0</td>
<td>6.0</td>
</tr>
</tbody>
</table>

The initial cost estimate for the case project yielded to 8.3 million FIM / km which is close to unit cost of urban area in difficult conditions (8.5 million FIM / km). The unit cost would vary between 8.0–8.6 million FIM / km corresponding to the total cost estimate boundaries.

**Cost estimating process and assessing accuracy of construction cost estimates**

The cost estimating process, however, is not discrete in nature but rather continuous. As the economic environment and engineering conditions change...
During the planning and construction processes the investment cost estimate is also continuously changing. Therefore, it is difficult to compare “estimated” and “realized” costs as there is no universally accepted specific cross-section of time where a final “estimate” is made and when “realized” costs can be measured. From the contractor’s point of view, one critical point of time is bidding. When bid is made, the contractor accepts a risk of making an error. If the bid is too high the contract is not won and if the bid is too low, the project will result economic loss.

In the case project the bidding was extremely difficult for contractors or concessionaires since the bidding had to be done in the preliminary phase of engineering which made the cost estimation alone more difficult than normal. Obviously, this meant increased risk for the bidders. The construction cost risk in the case project consisted of two major components:

1. Risk of defective design (e.g. not taking enough into account difficult ground conditions) and erroneous quantity estimation (not including enough materials or labour input in the estimation)
2. Risk of input and commodity price increases during the detailed engineering and construction phases (e.g. wage increases, materials prices, etc.).

In order to measure the former, empirical analysis would have to be carried out. Extensive studies of this type have not been done in Finland, but some sources of data do exist. A cross-sectional analysis of Finnrina’s investment projects was reported by Finnrina Staff in 1991 (Finnish Road Administration 1992). The report showed that the original cost estimates that were prepared for the 1991 budget (the preparation took place in the spring of 1990) decreased in total by 4% compared to the final estimates in fiscal year 1991. However, these were not the real final estimates, except for those projects that were completed in 1991. So these estimates show the changes in estimates during a period little less than two years. The estimates are mostly based on preliminary engineering plan\(^{11}\) which is exactly the situation also in the case project.

---

\(^{11}\) Source: discussions with Finnrina Staff experts. However, some projects are planned ahead of the typical schedule and their cost estimates might be based on more detailed engineering plans, but is virtually impossible to identify what planning stage is the basis of cost estimates without examining each project individually.
Ex post data on general cost variation

Good time series statistics are available for civil engineering works and road construction works. The road construction cost index is available only until 1993 and thereafter it is identical with civil engineering works cost index. The case project’s planned investment period was May 1997 – Autumn 2000. Since many decisions were to be made before the construction period started, it is reasonable to simplify that the period of interest is approximately 1997–2000, i.e. four full calendar years. Starting from year 1995 and going back to year 1980 there are thirteen 4-year periods which are also shown in Table 12. The index series (see also Figure 10) is constructed so that from 1991 to 1995 the index is civil engineering works cost index and before 1991 the index is road construction cost index. The two indexes do however, measure the same phenomenon.

In light of past history, the four-year construction period may be subjected to general price changes which annually may vary between -1.7%...+13.5%. This means that the extreme scenario would be a rise in prices of more than one third of the total cost, assuming 3...4 years construction period. It is justified to assume that contractors are aware of this risk, if the risks are within the vicinity in the economy. Radical price decreases have not occurred. The annual changes have declined at the beginning of 1990’s. The longer term average seems to be around 5%.
Table 12. Construction cost time series.

<table>
<thead>
<tr>
<th>Year</th>
<th>Road &amp; civil eng. works cost index 1990 = 100</th>
<th>Annual change (%)</th>
<th>4-year period change (%)</th>
<th>4-year minimum (%)</th>
<th>4-year maximum (%)</th>
<th>4-year annual average (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1995</td>
<td>103.8</td>
<td>2.2</td>
<td>3.6</td>
<td>-1.7</td>
<td>2.2</td>
<td>0.5</td>
</tr>
<tr>
<td>1994</td>
<td>101.6</td>
<td>1.8</td>
<td>-0.3</td>
<td>-1.7</td>
<td>1.9</td>
<td>0.4</td>
</tr>
<tr>
<td>1993</td>
<td>99.8</td>
<td>-0.4</td>
<td>-0.2</td>
<td>-1.7</td>
<td>5.7</td>
<td>1.4</td>
</tr>
<tr>
<td>1992</td>
<td>100.2</td>
<td>-1.7</td>
<td>5.9</td>
<td>-1.7</td>
<td>7.9</td>
<td>3.5</td>
</tr>
<tr>
<td>1991</td>
<td>101.9</td>
<td>1.9</td>
<td>16.2</td>
<td>1.9</td>
<td>7.9</td>
<td>5.3</td>
</tr>
<tr>
<td>1990</td>
<td>100.0</td>
<td>5.7</td>
<td>20.4</td>
<td>5.6</td>
<td>7.9</td>
<td>6.2</td>
</tr>
<tr>
<td>1989</td>
<td>94.6</td>
<td>7.9</td>
<td>20.5</td>
<td>2.1</td>
<td>7.9</td>
<td>5.3</td>
</tr>
<tr>
<td>1988</td>
<td>87.7</td>
<td>5.6</td>
<td>14.0</td>
<td>2.1</td>
<td>5.8</td>
<td>4.4</td>
</tr>
<tr>
<td>1987</td>
<td>83.1</td>
<td>5.8</td>
<td>12.7</td>
<td>2.1</td>
<td>5.8</td>
<td>4.4</td>
</tr>
<tr>
<td>1986</td>
<td>78.5</td>
<td>2.1</td>
<td>12.1</td>
<td>2.1</td>
<td>8.2</td>
<td>5.0</td>
</tr>
<tr>
<td>1985</td>
<td>76.9</td>
<td>4.3</td>
<td>18.9</td>
<td>4.3</td>
<td>8.2</td>
<td>6.3</td>
</tr>
<tr>
<td>1984</td>
<td>73.7</td>
<td>5.3</td>
<td>22.5</td>
<td>5.3</td>
<td>13.5</td>
<td>8.6</td>
</tr>
<tr>
<td>1983</td>
<td>70.0</td>
<td>8.2</td>
<td>32.0</td>
<td>7.5</td>
<td>13.5</td>
<td>9.7</td>
</tr>
<tr>
<td>1982</td>
<td>64.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1981</td>
<td>60.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1980</td>
<td>53.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* From 1991 to 1995 civil engineering works cost index and before that road construction cost index. Starting from 1994 there was no separate road construction cost index.

Figure 10. Civil engineering works cost index (Hemmilä & Kankainen 1993 and direct information service from Statistics Finland 2006).
Project cost estimate variations

Finnra (Finnish Road Administration 1991) studied the cost estimate changes and found that for more than 100 MFIM projects, the cost estimates had changed between -12.9%...+30.4% from initial estimate made in spring 1989 to a revised or final estimate at the end of 1991. The general price changes had already been taken into account in this analysis. Finnra studied altogether 140 projects, out of which 18 were initially estimated to cost more than 100 MFIM. Out of these 18, the cost estimate changes of most (14) cases were between -10%...+10%. The overall impression is that the effect of cost engineering error for larger projects seems to be somewhere around -10%...+10%. Figure 11 shows that a rectangular distribution can be used as a proxy, extreme values being -10%-units and +10%-units.

Figure 11. Distribution of project cost estimate changes, large projects (>100 MFIM), n = 18.

It should be once again reminded that the data is from Finnra which does not necessarily reflect accurately the cost engineering practices of private contractors. Usually, private contractors are well acquainted with day’s market prices. It may also implicitly be assumed that in the case project, the bidders’
cost engineers will tend to adjust their estimates more on the “safe side” as they have no experience either from the projects of this kind (domestic bidders) or the Finnish operating environment (foreign bidders).

6.4 Operating costs

6.4.1 Contract terms and cost structure

Concession contract terms

The operating (= maintenance) costs are tied in civil engineering works cost index. Thus, the risk of increases in general price level is borne by the state. Exceptional winter conditions, additional or earlier-than-expected re-paving operations and the road-specific variation of operating cost risks are borne by the concessionaire. In the early versions of the contract draft the price of bitumen and salt had a special clause in the contract so that significant price increases of these items would have been compensated to the concessionaire. Due to the index clause of operating costs the previous special clauses were left out. In the forthcoming analysis it is assumed that index clause does not exist.

Cost structure

Operating costs of the case project may be divided as follows:

- Daily maintenance costs which include winter maintenance operations (snow removal, de-icing, sanding, cleaning, etc.) and summer time operations (road markings, vegetation removal, and other minor road surface maintenance works)
- Re-paving operations which have to be done periodically in some years’ intervals
- Other major maintenance operations such as strengthening the base course if necessary, maintenance of bridges, constructing additional sewage if necessary, etc.

The first two items form three-quarters of the total operating cost of the project. The operations are divided according to Finnra standard coding system (Finnish
Road Administration 1990). The codes cover all the maintenance operations a motorway section requires during its first two or three decades after completion. The operations and corresponding codes are the following:

- Day-to-day winter maintenance which includes sub-operations (with sub-codes) such as snow-plough marking, snow removal, mechanical ice removal, sanding, de-icing, winter-time drainage maintenance, weather monitoring activities
- Maintenance of asphalt pavement roads which includes pavement maintenance, re-paving, small repairs of subgrade structures, drainage system maintenance
- Traffic control and traffic management services which consists of road markings, signing maintenance, illumination maintenance, other maintenance related to road side equipment, traffic management in case of sudden incidents (e.g. accidents), other special services (e.g. signing of special events such as exhibitions or shows, emergency telephones, etc.)
- Landscaping, vegetation and cleaning that includes clearing and cutting of vegetation, maintenance of green areas, cleaning and waste treatment of road side and service areas
- Maintenance of bridges.

**Expected costs**

The expected values of operating costs are adopted from an expert estimate that was carried out specifically for the case project. This expert evaluation was considered the best method because of several arguments:

- As has been previously mentioned, the regional or national data cannot be directly applied to an individual road section; statistical sources did not distinguish between road types or local conditions.
- Many factors that cannot be extracted from statistical material, can be taken into account in expert judgements.
This specific expert estimate was in fact indirectly used as a basis of concession bids\textsuperscript{12} and included resource-, activity- and volume-based cost estimates.

From the research point of view, the expert estimate was easily available and the most reliable source of data compared to complicated indirect methods.

Except for asphalt pavement maintenance, all the operations are rather independent on the alternative maintenance strategies. Asphalt pavement maintenance operations may be planned according to alternative strategies and each strategy incorporates different re-investment schedules and volumes (both in material and in financial terms). Therefore, it was decided to choose one base case for pavement maintenance strategy. It was logical to use the same expert estimate for pavement maintenance which assumed certain developments concerning traffic volumes (these were in conformity with project’s traffic forecast) and use of studded tyres (a certain decrease was assumed). The type and quality of pavement also affects the wear-and-tear of the pavement. Using basic models for rutting of the pavement, which use the previously mentioned variables, and standard pavement quality requirements (the depth of ruts < 20 mm per 100 m), it was possible to determine the timing of pavement maintenance investments.

The expert estimate of maintenance operations (operating) costs is presented in Appendix A. Greatest risks are related to winter maintenance and pavement maintenance, since these are the most significant cash outflows for the project company. These two items represent about three quarters of the total cash outflow for maintenance. Furthermore, the other items are more stable in nature when it comes to the volumes of work or input prices. For example, it is most likely that no significant bridge maintenance costs occur during the assumed 15-year concession period and that scaring and cleaning works are carried out in an identical manner year after year with no great expected deviations from the routine work load. In case of severe accidents that requires the concessionaire to implement necessary traffic control procedures and to take care of clearing driving lanes, the expected costs are some hundred thousands FIM and the probability of occurrence is well less than one incident per year so that risks like

\textsuperscript{12} The private concessionaires negotiated with Finnr maintenance units about Finrra participation as a sub-contractor for maintenance operations, which eventually took place.
these represent marginal impact on expected cash outflows. Thus, it is assumed in this research that the other items – i.e. traffic control and management services, landscaping and roadside cleaning, and bridge maintenance works – can be bundled together and treated as a single operation. Nevertheless, this assumption does not deteriorate the original goals of the analysis.

The variations of maintenance operations are described in the following chapters. Though the concession contract states that maintenance costs are tied in civil engineering works index, the time series characteristics of the costs of maintenance operations are analysed. In the actual analysis the index clause is left out – this will help to identify the true cost risk related to the maintenance part of the contract.

### 6.4.2 Winter maintenance costs

**Climate**

Venäläinen and Helminen (1992) developed a multiple linear regression model to estimate winter maintenance costs using Finnrà’s monthly cost data for winter maintenance for 1981–1986. The costs did not include overhead. They divided the country into three climatological regions: coastal, inland and northern. When testing the correlations between predicted costs according to the models and observed annual costs of the region the following explaining factors were found:

− for the inland model 1) the amount of monthly snowfall, 2) the number of cases when the temperature rose sharply, 3) the number of cases when frost was formed, and 4) the number of heavy snowfalls, icing rainfalls or blizzards; explanatory power for inland model was $R^2 = 0.827$)

− for the coastal region 1) the amount of monthly snowfall, 2) the number of cases when the temperature rised sharply, and 3) the number of blizzards; $R^2 = 0.521$.

The conclusion is that climatological factors explain reasonably well the winter maintenance costs of road regions. Consequently, by analysing the regional variations of winter maintenance costs it is possible to estimate the risk in terms
of statistical variability. The case project was climatologically situated somewhere between the coastal and inland regions.

**Ex post data**

Day-to-day winter maintenance costs were easily available as they were coded according to Finnra standard practice. Figure 12 shows these operating costs in Southern-Finland (Uusimaa Road Region). The variation is assumed to describe the variance of the winter maintenance costs of the case project. This brief analysis showed that the standard deviation of day-to-day winter maintenance unit costs (cost per road length) was about 16% (15.23%) around the mean (sample mean = 10246 FIM/roadkm; sample standard deviation = 1561 FIM/roadkm).

There seems to be a trend in the unit cost development over time but the likely explanation is that of improved standard of roads due to upgrading (more lanes, more intersections, etc.) and new construction with higher standards has pushed up the unit cost. It is assumed that in real terms the unit cost of winter-time maintenance is constant.

![Figure 12. Winter maintenance unit costs in Uusimaa region for 1981–1995; 1995 prices (Finnish Road Administration 1996a).](image)
An analysis of two other southern Finland road regions resulted in almost identical variation patterns. The results are presented in Table 13.


<table>
<thead>
<tr>
<th>Region</th>
<th>Total annual costs MFIM</th>
<th>Annual costs FIM/roadkm</th>
<th>Annual costs pennies/vehiclekm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sample mean</td>
<td>Sample stddev</td>
<td>Sample mean</td>
</tr>
<tr>
<td>Uusimaa</td>
<td>50,600</td>
<td>15.8%</td>
<td>10246</td>
</tr>
<tr>
<td>Turku</td>
<td>42,200</td>
<td>15.7%</td>
<td>4619</td>
</tr>
<tr>
<td>Kaakkois-Suomi</td>
<td>54,800</td>
<td>13.8%</td>
<td>5581</td>
</tr>
</tbody>
</table>

Since the above unit costs seem to describe reasonably well the climate-based variations of winter maintenance costs, it is concluded that a standard deviation of 16% about the mean will be a sufficient proxy for variation of day-to-day winter maintenance costs for the case project. It should be underlined, however, that day-to-day winter maintenance of the case road is done by Finnra itself and therefore the costs do not reflect necessarily true market prices in absolute terms, i.e. the mean values could differ from those shown in Table 14 if private contractors were used through competitive tendering to carry out maintenance works. On the other hand, it seems reasonable to assume that the variations around mean values are fairly representative whatever price or cost definition is selected.

---

One more convincing piece of information was a Finnra expert estimate (oral information from Mr Olli Penttinen, Finnra, in December 1995). The expert estimated that typical winter maintenance cost variations in the long-run would fit between +/-30% to +/-50% around the expected values. In a normal distribution case, two times 16% (2 x 16% = 32%) standard deviation covers approximately 95% of possible outcomes, 48% standard deviation should cover practically all possible outcomes (99.8%).
6.4.3 Asphalt pavement maintenance

New paving and re-paving

The paving of the new carriage-way is included in the investment part of the contract. Re-paving of both the new and existing lanes is included in the operating part of the concession contract. Thus the index clause should cover partly the concessionaire’s risk of increasing commodity and other input prices.

Ex post data

Figure 13 illustrates the variations of annual costs of maintaining asphalt pavements in Uusimaa region. The three southern road regions are represented in Table 14 in order to show the mean values and variations around them of annual maintenance costs. Since most of the paving works are done by contracting, these costs may be regarded as market prices. In 1995, Finnrda did only 18% of the country’s paving works measured by total costs (Finnish Road Administration 1996b, p. 11).

Observing the time series of unit cost reveals a steady growth until the middle of 1980’s. This was due to pursuit of improved standard of pavements as well as increase of prices. However, there is a declining trend in unit cost. There are two likely reasons for this. First, the price of pavement works stopped increasing, even in nominal terms (see the index time series later) leading to decrease of real prices. Secondly, in the beginning of 1990’s Finnrda’s budget was subject to cuts because of savings throughout the public sector. These cuts affected re-paving operations since part of these were postponed by a year or two without dramatic short-term impacts on pavements.
Figure 13. Asphalt pavement maintenance costs in Uusimaa region; 1995 prices.


<table>
<thead>
<tr>
<th>Region</th>
<th>Total annual costs</th>
<th>Annual costs FIM/roadkm</th>
<th>Annual costs FIM/vehiclekm on asphalt paved roads</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sample mean stddev</td>
<td>Sample mean stddev</td>
<td>Sample mean stddev</td>
</tr>
<tr>
<td>Uusimaa</td>
<td>73.7 25.2%</td>
<td>27430 25.5%</td>
<td>1.7 25.0%</td>
</tr>
<tr>
<td>Turku</td>
<td>57.8 37.2%</td>
<td>25410 34.6%</td>
<td>2.3 32.0%</td>
</tr>
<tr>
<td>Kaakkois-Suomi</td>
<td>43.7 30.3%</td>
<td>21440 31.7%</td>
<td>2.1 31.8%</td>
</tr>
</tbody>
</table>

Again, it is seen that the variations around mean values are quite consistent in each region. In Uusimaa region the variations are lower which may be a result from the following reasons:

- Asphalt pavement maintenance operations are done mainly by private contractors that bid for every project and in Uusimaa region, this competition is probably keener than in other parts of the country; thus the prices are kept at a stable level.
The traffic load on pavements is very heavy in Uusimaa as studded tires are used on cars but winter is fairly mild leaving the pavement uncovered (and thus unprotected) by snow and ice; also the traffic volumes are usually least affected by economy-wide factors in Uusimaa region; taking together these facts, the steady, year-after-year heavy traffic impact varies little in Uusimaa region thus leading to smaller variations in maintenance costs.

The data included different types of roads – e.g. thickness, width and levelling of pavement varied within the regions; hence, using standard deviations directly from the regional data would most likely overestimate the cost risk (variation) of asphalt pavement maintenance.

As a result of the points made above, an estimate of 25% standard deviation is probably closer to correct figure than the other two higher estimates.

6.4.4 Other maintenance operations

Other maintenance operations include three major maintenance components:

1. traffic control and traffic management services
2. landscaping and roadside scaring
3. bridge maintenance.

Significant risks can be included in these components if, for example, a bridge crashes because of defective engineering or a major accident cuts the road for days. These things do not happen often, however. But, when the probability of occurrence is small but the financial impact is severe, the expected value of loss may be worth consideration. But do contractors include such risks into their bids? It is assumed that they do not. Even if these types of risks are acknowledged, they are usually covered by some sort of insurance (though defective engineering is not likely to be included in any insurance). So, it is argued that typical variations in costs of these maintenance operations describe reasonably well the risks assumed by the concessionaire. Again, regional data of Finnra may not be the best possible estimate, but it is probably the best available estimate based on ex post information. Historical, direct contractor cost data was not available.
The average costs and variations of three regions and visual illustration of cost variations in Uusimaa region are shown in Figure 14 and Table 15. There appears to be an ascending trend in unit cost. The logical explanation is that as with winter maintenance unit cost, the improved standard of roads and road environment requires more maintenance and thus the unit price cost increases. Also the maintenance policies have changed over time emphasising quality of work. The decline in unit cost in 1993–1995 is a result from economic pressures faced by Finnrà due the recession and state’s attempt to cut public expenditure. This led to savings in maintenance operations concerning both the quantity and the quality of operations.

Figure 14. Other maintenance costs in Uusimaa region; 1995 prices.

<table>
<thead>
<tr>
<th>Region</th>
<th>Total annual costs</th>
<th>Annual costs FIM/roadkm</th>
<th>Annual costs pennies/vehiclekm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sample mean</td>
<td>Sample stddev</td>
<td>Sample mean</td>
</tr>
<tr>
<td>Uusimaa</td>
<td>35.6</td>
<td>21.4%</td>
<td>7198</td>
</tr>
<tr>
<td>Turku</td>
<td>25.4</td>
<td>18.7%</td>
<td>2812</td>
</tr>
<tr>
<td>Kaakkois-Suomi</td>
<td>25.7</td>
<td>21.3%</td>
<td>2629</td>
</tr>
</tbody>
</table>

The figures show consistency between regions. Especially total costs and unit costs per road kilometre give clear indication about the magnitude of variations in the long run. The smaller variation in Uusimaa when measured by pennies per vehicle kilometre is probably because of higher and more stable traffic volumes in capital region. A standard deviation of 20% around mean values seems to describe the variation of costs.

6.5 Specific risk issues

6.5.1 Disturbances in revenues

This risk relates to technical implementation and operation of the project. Examples describing these risks are

- time delays in construction and opening the road to traffic
- closing the road in case of major accidents
- closing the road because of repair works.

These risks are assumed by the concessionaire.

It is difficult to quantify these risks in a meaningful manner without statistical data. In the case of major accidents the road is blocked most probably less than 24 hours and the probability of these accidents is one or two accidents per year. In the Uusimaa region there were 16 major accidents during 1986–1995 on
motorways. “Major” was defined here as accidents involving i) three or more injuries and three or more participants, ii) six or more injuries, or iii) six or more participants. This means that the probability of having such an accident is approximately 0.01 per kilometre per year. Thus, the expected number of accidents of this kind occurring on the case road is roughly

\[0.01 \times 69 \text{ km} \times 15.5 \text{ years} = 10.7.\]

This would mean a maximum of 300 000 FIM toll revenue loss when the penalty for closing a section of road is maximum 30 000 FIM/day\(^\text{14}\). Therefore, the effect on revenues is very marginal.

The effect of construction delays, however, may present a more serious risk to revenue generation. On the other hand, the road may be finished and ready for traffic earlier than expected. Assuming different shadow tolls per vehicle kilometre and 12 000 vehicles per day\(^\text{15}\) results in the following cases of monthly revenue loss:

- 0.3 FIM unit toll: \(0.3 \text{ FIM/vehiclekm} \times 69 \text{ km} \times 12 000 \text{ vehicles/d} \times 30 \text{ d} = 7.5 \text{ MFIM/month}\)
- 0.5 FIM unit toll: 12.4 MFIM/month
- 0.7 FIM unit toll: 17.4 MFIM/month
- 0.9 FIM unit toll: 22.4 MFIM/month.

The details of the concession contract are confidential – specific terms of delays or early openings are not available.

### 6.5.2 Technical and other risks

Since all technical risks turn into financial risks this category includes practically all risks that relate to e.g.

- quality of works; bad quality or defective engineering may result in sanctions

---

\(^{14}\) This was preliminary, not final, contract term.  
\(^{15}\) This was the approximate figure for average annual daily traffic (AADT) in 1995.
force majeure variables; strikes, acts of God, etc.

government policy changes; changes in fuel prices, vehicle taxes, etc. which could affect traffic demand.

The force majeure risks are shared between parties (see Appendix B) and here they are assumed not to present any significant business risk for the concessionaire. Sanctions for the defective or non-conforming quality are usually marginal. Finnra paving works statistics for 1995 showed that regional average of sanctions was well under 0.5% of the contract price and furthermore, the bonuses usually exceeded the sanctions (Finnish Road Administration 1995c, appendix 1).

These risks are excluded from the forthcoming analysis.

6.6 Discussion and summary

The economy-wide risks, interest rates and inflation, must be connected to project’s cash flows in order to operationalize them. Furthermore, they have to be inter-connected since e.g. interest rates and inflation are not independent from each other. Neither are all the project-specific risks independent from macro-level risks. Changing of the economic environment will immediately affect the project and its profitability. For example, investment cost and operating cost are subject to inflation, interest rates affect the debt service obligations of the project company etc. These risks could be interpreted as exogenous as they depend on economy-wide variables.

Endogenous risks or solely project-specific risks, that affect the individual project alone and not similar projects elsewhere, include construction cost (defective cost engineering), operating cost (climate, wear-and-tear), disturbances in revenues (construction delay, accidents) and other risks (strikes, acts of God, etc.).

Construction cost risk due to defective cost engineering is very difficult to measure, especially without proper historical data showing the differences between estimated and realized costs. However, it was estimated on the basis of available data that the cost engineering error is approximately \( \pm 10\% \) of the expert estimate of 570 million FIM.
Operating cost variations that depend on climate were estimated on the basis of regional time series data. However, the aggregate regional data is biased, if applied as such at project level. It may be assumed with considerable certainty that individual project’s variations are larger than time series variations of the region. On the other hand, time series data is biased because a part of the variation is caused by outside effects, such as budget cuts, price changes, etc. This fact overestimates the actual endogenous variation. It is therefore assumed that the previously described biases eliminate partly each other and thus the original variation of regional data is applied without a considerable error. As to pavement maintenance and re-paving, the traffic volume is the most dictating factor of pavement wear and tear. However, more advanced pavement wear and tear models were not employed\(^\text{16}\).

For winter maintenance the variation was 16\% standard deviation around expected values. The corresponding estimate was 25\% for asphalt pavement maintenance and 20\% for other maintenance operations. The three operating cost components are independent, since it is not likely that, for example, snowy winters significantly affect on next summer’s paving operations (which, in addition, have been planned many years ahead). The variance of operating costs may be expressed as the sum of winter maintenance, pavement maintenance and other maintenance cost variances. The components variances may be computed on the basis of expert estimates on maintenance costs (see Appendix A):

\[
\begin{align*}
\text{Winter maintenance} & = (58.2 \text{ MFIM} \times 0.16)^2 = 86.7 \text{ MFIM}^2 \\
\text{Pavement maintenance} & = (35.85 \text{ MFIM} \times 0.25)^2 = 80.3 \text{ MFIM}^2 \\
\text{Other maintenance} & = (34.14 \text{ MFIM} \times 0.20)^2 = 46.6 \text{ MFIM}^2 \\
\text{Total maintenance} & = 213.6 \text{ MFIM}^2
\end{align*}
\]

which yields to standard deviation of 14.61 MFIM and 11.4\%. This may be used as a measure of uncertainty of annual total operating cost.

\(^{16}\) The higher the traffic volumes will be, the earlier the concessionaire is forced to re-pave the road. On the other hand, higher volumes of traffic also bring more cash inflow as shadow toll payments increase in pace with traffic.
One important question is the condition of normality of variables analysed. Regression and time-series models automatically assume normally distributed \textit{ex ante} parameters. Variables could be tested for normality, e.g. by employing \textit{W}-test. However, it is known that if several non-normal sources of data are combined, the aggregate data begins to resemble normal distribution. Therefore the assumption of normality holds. For construction cost it seems logical to assume rectangular distribution with fixed minimum and maximum values (±10%).

The impact of construction delays on project company profitability is significant. The concessionaire may also win the corresponding amount the sooner the road is completed. Accidents and other risks causing disturbances in revenues have only a marginal impact unless a major catastrophe (flood, earthquake, etc.) occurs which is not likely in the project’s hemisphere.

The demand risk was not quantified as it relates to many other factors affecting on the economy and consumption. Thus the demand risk is a causal result from other risks which in turn affect inflation, interest rates and capital market.

One more risk has not been discussed yet, i.e. the risk of bankruptcy of the project company. The risk of bankruptcy is the risk of project’s net income not being sufficient to cover its obligations and financial liabilities. Thus the risk of bankruptcy can be regarded as a synthesis of financial and technical (leading finally to cash flow impacts) risks which cannot be determined before the cash flows and their probability distributions have been studied. As for bankruptcy costs (Altman 1984; Warner 1977; DeAngelo & Masulis 1980), the costs may vary between 1% and 10% of the firm value depending on the time span examined before and after the bankruptcy. Assuming 2% direct (fixed, not dependent on the volume of net operating cash flows) cost of bankruptcy and the first rough estimates on the present value of total cash flows which were approximated by the state, or more precisely by Finnra, as 1500 MFIM it is possible to give an estimate of direct bankruptcy cost of 30 MFIM. However, the risk of bankruptcy may be assessed only after the cash flows are projected to the future. Then the projections and risks that affect on these projections can lead to a final assessment of bankruptcy risk.

Bankruptcy risk concerns mainly the state, since it can be well assumed that it has the greatest interest of re-organising the service after project company
bankruptcy. The negative impacts for the state are also likely to be more significant than for other parties – re-organising of service, settling of new and old contracts, possible claims through legal processes, etc. For investors, the risk concerns mainly their invested capital.
7. Interdependence of variables – project framework model

7.1 Introduction

Recalling the notes on risk relationships (independence, dependence, parallel and series by Ren 1994) it is necessary to discuss how these risks are related to each other. So far, it has been assumed that they are independent which is not true. In the following discussions only dependence relationship is examined excluding parallel and series cases. The idea is that different variables are tied with each other by logical relationships. These relationships could be (and in some cases are) weak, but they cannot be neglected as they reflect the fundamentals of laws of economy. Furthermore, keeping the number of variables to a minimum, i.e. including only those necessary for project valuation, allows the investigation of risk profile of the project as the change in one variable will immediately affect others. Multiple linear regression technique is applied in constructing the relationships. The end-result is a multi-equation project framework model.

7.2 Economy-wide relationships

*Gross domestic product (GDP) and traffic demand*

Traffic demand is like demand for any other commodity. This idea was originally presented by Mohring (1965). It is also known that historical data shows that the most important factor in Finland (and probably in other countries, too) explaining traffic growth is the national income development, i.e. gross domestic product (GDP) or gross national product (GNP)\(^{17}\). In fact, forecasting traffic demand is largely relying on GDP growth expectations.

The close relationship between GDP and traffic demand may be deduced from Figure 15, where the GDP cycle is illustrated. The circular flow of income and expenditure implies that when GDP (total income generated) is increased, the

\(^{17}\) GNP is equal to GDP plus net income from abroad.
domestic households receive increased income for their factor services and thus are able to pay more for goods and services, including traffic, for their own use. As it is observed, taxes, savings, investments, and other leakages affect how the cycle behaves and how direct is the relationship between GDP and traffic demand as a single consumer commodity among others. Thus the relationship between GDP and demand include considerable amount of uncertainty which is related to a number of parameters. Several parameters cause “leakages” in the relationship between generated total income (GDP) and the demand for traffic, for which the households are willing to pay.

![GDP cycle of income and expenditure](Lipsey & Chrystal 1995, p. 500).

The relationship between GDP and demand is shown in Figure 16. It reveals that traffic demand, VKT has an elasticity of more than 1 in relation to GDP changes. Finnra’s future projections assume an elasticity of less than 1. This is seen also in regression equations’ x-coefficients. In the latter figure it is observed that there is a clear relationship even if linear models do not show significance. Also Finnra’s own forecasts assume this relationship\(^\text{18}\), but they are

---

\(^{18}\) This relationship is assumed only for personal vehicles, but in larger sense it describes the whole relationship between traffic demand and GDP since almost 90% of the traffic is personal vehicles.
conservative in their estimates since the relationship seems to be weaker than what historical data appears to suggest. The regression takes the form

$$\Delta VTK_t = a + b_i \Delta GDP_t + \varepsilon_{VKTt}$$  
(Eq.7-1)

where $\Delta GDP_t$ and $\Delta VKT_t$ are annual changes of vehicle kilometres of travel and gross domestic product in percentages in year $t$. $\varepsilon_{VKT}$ is the error term. The historical data used is for period 1974–1995. The regression statistics are in Table 16, the format of which is used throughout this research.

\begin{center}
\begin{table}[h]
\centering
\caption{Regression statistics for Eq.7-1.}
\begin{tabular}{cccc}
\hline
 & Regression coefficients & Standard error of coefficient estimate & t-values & p-level \\
 & & & & \\
$a$ & 1.789 & 0.876 & 2.043 & 0.053 \\
$b_i$ & 0.561 & 0.211 & 2.658 & 0.014 \\
\hline
\end{tabular}
\end{table}
\end{center}

$n = 25$; $R^2 = 0.235$; $F(1, 23) = 7.065 > F_{0.05}(1, 23) = 4.28^{***}$

* Sample standard deviation; the same applies to all tables presenting regression statistics.

** t-test statistic with $1 – p$ level of confidence (or risk level $p$) to test that regression coefficient $\neq 0$; the same applies to all tables presenting regression statistics.

*** F test statistic (F ratio), where $F(n, m)$ shows F ratio with $n$ degrees of freedom ($n$ = number of estimated coefficients including the intercept term minus 1) (i.e. $2 – 1 = 1$) and $m$ = sample size minus number of estimated coefficient including intercept (i.e. $25 – 2 = 23$); the same applies to all tables presenting regression statistics. $F_{0.05}$ is the F ratio with 0.05 probability for type I error (i.e. the regression is model is statistically significant with 95% probability); the same applies to all tables presenting regression statistics.

---

\footnote{GDP annual volume change in market prices. Source: Statistics Finland, direct information from the information services.}
Figure 16. GDP and national VKT for personal cars excluding heavy vehicles, 1974–1995.

Finnra assumed a linear relationship (Finnish Road Administration 1995b, p. 127)\(^{20}\) of the form

\[
\Delta \text{VKT}_t = -0.10110 + 0.6111 \Delta \text{GDP}_t \tag{Eq.7-2}
\]

Official traffic forecasts do not really assume any uncertainty but quite directly follow the long-term \(\Delta \text{GDP}\) forecasts as such, supplemented naturally with other parameters’ contribution to traffic demand.

\(\Delta \text{GDP}\) and \(\Delta \text{VKT}\) explaining market interest rate \(r_H\)

Market interest rate is associated with income generation and consumption, i.e. \(\Delta \text{GDP}\) and \(\Delta \text{VKT}\). The underlying logic here is that a real increase (decrease) in income generation and production will usually increase (decrease) the amount of

\(^{20}\) The traffic forecasting procedure includes numerous other parameters in addition to GDP. These parameters include demographic factors, consumption patterns, infrastructure, mobility patterns, for instance (Finnish Road Administration 1995b, p. 18). However, confidence intervals do not appear in official forecasts. Heavy vehicles forecasts for 1995–2010 do not differ too much from each other (Finnish Road Administration 1995b, pp. 186, 189). Finnra’s model was not tested for goodness-of-fit in this study.
money within the economy (see Lipsey & Chrystal 1995, p. 699). The quantity of money in turn is negatively correlated with nominal interest rates because lower amount of money increases demand for it and thus pushes up the interest rates. *Vice versa* the increase in money supply will lower interest rates. Thus real GDP growth (decline) lowers (lifts up) nominal interest rates. VKT is naturally related to demand for money as it reflects the consumption side of the economy. Of course, the relationships are dynamic and dependent also on the macroeconomic and other policies that are adopted.

The relationship takes the form

$$r_{it} = a + b_1 \Delta GDP_t + b_2 \Delta VKT_t + \varepsilon_{ri}$$  \hspace{1cm} (Eq.7-3)

The descriptive statistics for Eq.7-3 are as shown in Table 17. The two variables in the equation below have opposite signs and yet they are positively, though weakly, correlated with each other. Therefore, the equation also probably includes a mathematical “balancing effect” so that the other parameter eliminates the other’s movements and brings the equation in balance, i.e. $\Delta VKT$ acts as an instrumental variable in the equation $^{21}$ (Berry & Feldman 1985, p. 34–35). Multicollinearity is not a problem here because $\Delta GDP$ and $\Delta VKT$ are not very strongly correlated with each other (Berry & Feldman 1985, pp. 40–43)$^{22}$.

---

$^{21}$ Also lagged effects could have improved the model performance, but these analyses were left out because on one hand the practical reasons favoured keeping the relationships simple and on the other hand because the attempt was not to seek the absolutely best performing model but to find reasonable relationships in order to assess the project risks especially from the investors’ point of view. In lagged analysis, e.g. the heavy goods traffic growth might lead GDP growth and personal traffic might lag GDP growth. Goods flows usually precede economic growth and economic growth reflects with lag to peoples’ consumption.

$^{22}$ Multicollinearity is not a serious problem in multiple regression unless collinearity between parameters is perfect. A signal of a perfect collinearity is a high goodness-of-fit of the model while individual parameters are poorly explanatory. Also, when regression models are used to predict rather than explain, multicollinearity is considered less serious of a problem (Berry & Feldman 1985, pp. 40–43).
Table 17. Descriptive statistics for Eq.7-3.

<table>
<thead>
<tr>
<th></th>
<th>Regression coefficients</th>
<th>Standard error of coefficient estimate</th>
<th>t-values</th>
<th>p-level</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>9.474</td>
<td>0.755</td>
<td>12.54</td>
<td>0.000</td>
</tr>
<tr>
<td>(b_1)</td>
<td>-0.726</td>
<td>0.195</td>
<td>-3.732</td>
<td>0.010</td>
</tr>
<tr>
<td>(b_2)</td>
<td>0.886</td>
<td>0.258</td>
<td>3.429</td>
<td>0.014</td>
</tr>
</tbody>
</table>

\(n = 9; R^2 = 0.721; F(2, 6) = 7.740 > F_{0.05}(2, 6) = 5.14\)

Inflation as a function of \(\Delta GDP, \Delta VKT\) and \(r_H\)

Inflation\(^{23}\), measured by civil engineering works cost index, is closely related to traffic demand as is seen in Figure 17.

![Figure 17. Time series of VKT and cost index.](image)

\(^{23}\) One can question what in this context would be the appropriate inflation indicator. Many times consumer price index is used in relation to purchasing power of money. In this research, however, it is assumed that civil engineering works cost index is most appropriate since the owners of the project company are mainly operating in civil engineering construction business and the alternative investment objects are assumed to be included within this business.
The close relationship between demand and inflation is not surprising, since the demand of traffic is like demand for any other consumer commodity. Increased demand usually leads to increasing prices, i.e. inflation. For relative changes the relationship is shown in Figure 18. The relationship between nominal interest rates and inflation is usually weak if not non-existing – at least the issue is very complex (see e.g. Byrns & Stone 1997, pp. 361–364). However, combining $\Delta VKT$ and $r_H$ produced a satisfactory result and improved the explanatory power of regression, but then the available data was reduced to 9 observations (years 1987–1995). The regression produced the result as summarised in Table 18.

$$c_t = a + b_1 \Delta VKT + b_2 r_H + \epsilon$$  \hspace{1cm} (Eq.7-4)

<table>
<thead>
<tr>
<th>Regression coefficients</th>
<th>Standard error of coefficient estimate</th>
<th>t-values</th>
<th>p-level</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>0.188</td>
<td>2.678</td>
<td>0.070</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.787</td>
<td>0.228</td>
<td>3.453</td>
</tr>
<tr>
<td>$b_2$</td>
<td>0.135</td>
<td>0.257</td>
<td>0.526</td>
</tr>
</tbody>
</table>

$n = 9; R^2 = 0.703; F(2, 6) = 7.103 > F_{0.05}(2, 6) = 5.14$

Multicollinearity is not considered as a problem since $\Delta VKT$ and $r_H$ can be considered here as independent from each other and the final aim is to predict values for the concession period. Furthermore, the correlation between the two parameters is very low ($R^2 = 0.072$). These reasons indicate that multicollinearity can be overlooked (Berry & Feldman 1985, p. 42–43). From the above group, $\Delta VKT$ was the best predictor of inflation.
The exceptional observation in the upper left corner of Figure 18 was from 1974 when the oil crisis lifted the prices and reduced traffic demand. But then again, the cost index changes seem to reflect also the changes in critical commodities, such as oil. Whether this exceptional observation should be included in the analysis or not, is not a straightforward question. However, a similar shock effect is possible in the future due to e.g. political instability in the Middle-East24.

7.3 Project-specific relationships

**Inflation ↔ Construction cost and operating cost**

Since it is assumed that civil engineering works cost index also appropriately measures the cost increases during the construction phase, it is unnecessary to analyse this relationship further. The same applies to operating costs.

---

24 In fact, such shocks have been witnessed after this time series. Gulf War and war in Iraq as examples. These shocks did have their impact on world market oil prices.
Operating (maintenance) cost items (including re-paving)

So far it has been assumed that different operating cost items are independent from each other. This seems reasonable for it is hard to imagine that a snowy winter would necessarily mean increased asphalt maintenance costs. The cost changes are likely to result mainly from macro-level or regional factors. The only identified significant relationship is that between pavement maintenance (increase in costs) and re-paving (need for advanced operations) that depend partly on traffic volumes. It is assumed here that pavement maintenance and re-paving follow the expert estimate given in Appendix A regardless of the traffic growth. Unexpected acts of God might also affect on operating costs, but these are not taken into account.

Project-specific demand ↔ national demand

The national VKT demand does not necessarily reflect perfectly the situation of the project. Case project’s demand may well deviate from national demand development and therefore there is an additional risk when operating at a project level. Figure 19 shows how the demand on Main Road no. 4 between Järvenpää and Lahti cities does not follow identically the national VKT development. Observations from 1981, 1984 and 1985 are exceptional situations and therefore left out from the analysis; in the scatter plot (right panel) these observations show in the lower right corner.

---

Figure 19. Project-specific demand risk; estimates of national VKT changes and case road’s VKT changes.\textsuperscript{26}

The plots indicate that the mean growth of traffic during 1980–1995 is similar nationally and at project level while at the same time the variance of project’s VKT development is significantly larger. This means that the uncertainty component of project’s demand has to be included in the model even if the effect of uncertainty is remarkable. Thus, the regression model in Eq.7-5 was tested and adopted. Table 19 summarises the regression results.

\[ \Delta VKT_{p,t} = a + b_t \Delta VKT_t + \varepsilon_{VKT, p} \]  

(Eq.7-5)

<table>
<thead>
<tr>
<th>Regression coefficients</th>
<th>Standard error of coefficient estimate</th>
<th>t-values</th>
<th>p-level</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>2.069</td>
<td>1.276</td>
<td>1.622</td>
</tr>
<tr>
<td>$b_t$</td>
<td>0.814</td>
<td>0.341</td>
<td>2.389</td>
</tr>
</tbody>
</table>

$n = 12; R^2 = 0.363; F(1, 10) = 5.708 > F_{0.05}(1, 10) = 4.96$

\textsuperscript{26} Source: traffic monitoring data obtained from Uusimaa and Häme regions (Finnish Road Administration, Häme region 1997, Finnish Road Administration, Uusimaa region 1997).
As observed, the standard errors are still very large and the equation is poorly explanatory. The equation seems, however, to take into account the stronger growth of traffic in capital region compared to national traffic growth. From hereafter it is assumed that this relationship describes the uncertainty between national and road-specific traffic development. A more detailed approach would have been to investigate several road sections within the capital region and then assigning probability distributions to parameters of association.

A dedicated forecasting model was also produced for the project by Tikka and Särkkä (1996), but the aforementioned empirical model is adopted because of its coherence with other adopted sub-models and because of its reliance on empirical data.

### 7.4 Multi-equation project framework model

The following model is called the project framework model because it does not include the cash flow model which will be shown later. The project framework model’s empirical values have so far been studied from two viewpoints. First, the variables were studied individually as if they were independent of each other. These studies showed either that the behaviour resembled a trend or a stationary process and what was the magnitude of time series volatility for each variable. Secondly, the variables were analysed in relation to each other. Weak, but theoretically sound relationships were found. It is obvious that it is not correct to sample e.g. interest rate and inflation independently from their empirical distributions. The aggregate level interdependencies of economy have to be taken into account – otherwise the results would be severely biased. The results of this type of analysis are always biased to some extent of course, but incorporating interdependencies eliminate one source of bias.

The outcome is a multi-equation project framework model as described by Eq.7-6 to Eq.7-9. The regression coefficient estimates’ standard errors are in parenthesis.

\[
\Delta \text{VKT}_t = 1.789 + 0.561 \Delta \text{GDP}_t + \varepsilon_{\text{VKT}}
\]

(Eq.7-6)
Pindyck and Rubinfeld (1991, pp. 288–290) point out that simultaneous interdependent equations can lead to biased estimates when equilibrium solutions are the target. However, there is a special case which they also point out (Pindyck & Rubinfeld 1991, p. 298):

“…there is one special case in which ordinary least squares does yield consistent parameter estimates. We say that a system is recursive if each of the endogenous variables can be determined sequentially.”

Recursive means here that there is now feedback from latter estimates to the previous ones. This is precisely the case with the above model system. The only exogenous variable, $\Delta GDP_t$, is determined first and then the others sequentially without any feedback. The error terms are assumed to be non-correlated within the system. Hence, the model estimates are consistent and non-biased. Furthermore, no equilibrium state is pursued, only the scenarios with relevant interdependencies between variables.

The relationship between traffic demand and GDP is the most crucial one, taking further into account that it is the only exogenous variable of the project framework model. According to national statistics, traffic has steadily increased its share of the consumption of the Finnish households (Finnish Road Administration 1995d, pp. 79–80; Vartia & Ylä-Anttila 1996, pp. 113–116) and is estimated to be the largest consumption item by the year 2020.

In sum, the relationships between macro level and project-specific variables as well as the empirical variations associated with each variable are illustrated in Figure 20. The correlation matrix for all the abovementioned variables is shown in Table 20. Correlations are calculated as standard (non-adjusted) correlations with all observable data. Thus the number of observations varies from case to case.
Figure 20. Conceptual project model – an illustration of inter-dependencies of chosen macro and project variables.

Table 20. Correlation matrix for macro and project framework model variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>$\Delta GDP$</th>
<th>$\Delta VKT$</th>
<th>$\Delta VKT_p$</th>
<th>$c$</th>
<th>$r_H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta GDP$</td>
<td>1.00</td>
<td><strong>0.48</strong></td>
<td>0.27</td>
<td>0.25</td>
<td>-0.42</td>
</tr>
<tr>
<td>$\Delta VKT$</td>
<td>1.00</td>
<td>0.42</td>
<td>0.11</td>
<td>0.27</td>
<td></td>
</tr>
<tr>
<td>$\Delta VKT_p$</td>
<td>1.00</td>
<td>0.37</td>
<td>0.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c$</td>
<td>1.00</td>
<td>1.00</td>
<td>0.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r_H$</td>
<td></td>
<td></td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Correlations with 0.95 significance (p<0.05) bolded
8. Full project model components

8.1 Model assumptions

As to the concession contract a simplified contract model is assumed. This enables a more thorough concentration on the critical issues of the project and the extraction of the relevant risks related to the project without having to analyse the contract details.

The assumptions, which remain unchanged throughout the analysis unless specifically mentioned otherwise, are the following:

− Concession contract starts in the beginning of May in 1997; the contract expires after 15 and 1/3 calendar years, i.e. at the end of August in 2012. The construction occurs during 1997–1999, i.e. in three years; the new motorway is open for traffic\textsuperscript{27} at the beginning of 2000; in reality, the motorway was opened for traffic several months ahead of schedule; the cost of construction is distributed annually as follows: 1st year 35%, 2nd year 35% and 3rd year 30%.

− The shadow toll payment collection is assumed to be started after the complete motorway is in operation, i.e. at the beginning of year 2000; the state is assumed to pay a fixed unit toll from the opening date; in reality there was a mixture of lump sum payments during the construction period and a unit toll after the road was opened for traffic. The base case (i.e. assumed) shadow toll is 0.30 FIM per vehicle kilometre which is constant over time. According to concession contract, the shadow toll was tied to inflation, but in the model the index clause is excluded. As the analysis proceeds, other fixed unit tolls are studied as well.

− Operating costs incur from the beginning of year 1997 when the concession contract takes force according to Appendix A.

− Shareholders are assumed to raise the total capital at the beginning of year 1997. This is assumed to cover construction costs for the coming years,

\textsuperscript{27} Typically, roads are opened for traffic a little before the full completion of the project since minor works at the road side do not hinder the traffic.
including unexpected rises in construction costs as well as various transaction and other costs in the set-up of the project company and construction of the facility. It is further agreed that each shareholder of the company bears the investment risk and receives return on their investment according to the proportion of their investment. Individual shareholders are not distinguished in this study.

- The debt repayment plan is straight line based, i.e. annual repayment is the amount of total debt $D/16$ plus interest on the remaining debt paid at the end of the year. The debt contract is not assumed to include any other terms.

- The corporate tax rate is assumed to be permanent over time, 28%. Since then, the tax rate has been lifted to 29% from the beginning of year 2000, but this was not known when the concession negotiations and signing of the contract took place. Personal taxes of shareholders and taxes of debtors are not taken into account. Tax calculation has taken into account the depreciation tax shield: if taxable income was not generated then $\text{Tax} = 0$.

- Depreciation is done on a straight line basis so that at the end of each financial year an equal proportion of the cost of construction is depreciated. Depreciation starts in 2000 since the assumed net cash flows before that are negative and the project company cannot enjoy the full tax benefits if depreciation starts before there is real taxable income. Thus the depreciation variable $\text{Dep}_t = C/13$ for each year $t$ after completion of the construction work (between years 2000–2012).

8.2 Economic growth time series model

8.2.1 Official and documented forecasts

The Ministry of Finance had produced a basic scenario for economic growth to the near future (Ministry of Transport and Communications 1995b, p. 31). According to it, the annual GDP growth would be on average 3.5% during 1995–1998. The other scenarios, target growth and low growth, will produce on average growth of 5.0% and 2.5% respectively. A long-term forecast is projected by the Government Institute for Economic Research. The basic scenario will
result in average annual growth of 3% during 1999–2005 and 2.5% during 2006–2010.

In their books, Vartia and Ylä-Anttila (1996, p. 324; 1993, p. 297) regard that the most probable annual GDP growth in the long run is a bit over 2% on average for the next quarter of a century. The most probable band of growth is between 1% and 4%.

8.2.2 Time series model specification

Since there is likely to be some form of autocorrelation between GDP observations a Box-Jenkins model is one alternative. The problem with Box-Jenkins models is that they usually require a large number of past observations to be valid. As a rule of thumb, 50 or more is an appropriate number of observations. However, in some cases Box-Jenkins models may be applicable even with shorter series of past data. If non-seasonal model is assumed and the random component has high variance and the series include large peaks and non-stationarities, then Box-Jenkins techniques may be applied (Kendall 1973, p. 127). In this case it is possible to assume these conditions satisfied. For example, it is easy to say that random component, or more specifically, component that is unknown and regarded as random, is significant. Furthermore, the economic environment is changing rapidly and e.g. the former recession in the shift of 1990’s produced a deep downward peak in GDP which lasted several years. Also the environment is more unpredictable in the future due to EU’s integration process. This deteriorates the usefulness of longer series as the underlying processes within the economy have changed and continue to change. EU’s monetary union and single currency did not make predictions any the easier.

After several trial runs the following second-order autoregressive model of type (2,0,0) was obtained:

$$\Delta GDP_t = 2.249 + 0.8402\Delta GDP_{t-1} - 0.5114\Delta GDP_{t-2}$$  
(Eq.8-1)

---

28 Specifically, the three types of parameters in the model (p,d,q) are: the autoregressive parameters (p), the number of differencing passes (d), and moving average parameters (q). Eq.8-1 includes only two autoregressive parameters.
where $\Delta GDP_t$ is the forecasted annual change of GDP in percentage units, $\Delta GDP_{t-1}$ is the annual GDP change of the previous year, and $\Delta GDP_{t-2}$ the change two years earlier. (Table 21.) The model fits well to the historical data as all the parameters are significant at 99% confidence level (given the standard errors).

\begin{table}[ht]
\centering
\caption{Regression statistics for Eq. 8-1.} 
\begin{tabular}{lcccr}
\hline 
 & Regression coefficients & Standard error of coefficient estimate & t-values & p-level \\
\hline 
Intercept & 2.249 & 0.761 & 2.957 & 0.008 \\
$\Delta GDP_{t-1}$ & 0.8402 & 0.192 & 4.396 & 0.001 \\
$\Delta GDP_{t-2}$ & -0.5114 & 0.191 & -2.680 & 0.014 \\
\hline 
\end{tabular}
\end{table}

$n = 25$

The statistical software package used applied approximate maximum likelihood method according to McLeod and Sales (1983). Figure 21 shows that the model’s forecasts are in conformance with official GDP forecasts resulting in an average annual growth of 2.2% but at the same time including a significant volume of white noise (i.e. randomness). The autocorrelation function does not cut off or die down in a clear manner although the white noise errors do not exceed 95% confidence intervals (Figure 22). However, this is to be expected since the uncertainties of autoregression coefficients are kept unchanged. This is in fact observable from the autocorrelogram. The attempt here is not to develop a precise GDP forecasting model but to find a usable tool to carry out GDP simulations that can regarded as realistic, despite the uncertainties present.
Figure 21. GDP forecasting model using autoregressive Box-Jenkins methodology; modelled figures are calculated as one-year-ahead forecasts on the basis of actual figures of the two previous years.

The diagnostics for the time-series scenario model is not carried out by e.g. comparing the actual and simulated forecast figures because the attempt is not to make precise forecasting but to simulate alternative future scenarios so that the scenarios have a reasonably realistic outcomes and probabilities.

Using the time series model, GDP scenarios for the future can be simulated. Simulation is done by sampling the regression coefficients of Eq.8-1 from their distributions (assuming normal distribution). The two previous years’ results are used to calculate the forecast of the next year. This is repeated year after year. Figure 23 depicts the results of three simulation runs just to show examples of created scenarios. Each scenario is different and basically non-reproducible because regression coefficients are each time randomly sampled from their distributions.
Figure 22. The autocorrelogram of the time series model.
After adoption of time-series model for GDP, it was possible to forecast traffic and economic variables using the project framework model. The process for forecasting and simulation was as follows:

8.3 Forecasting scenarios and simulation process
1. The national income growth was estimated with aid of time series model Eq.8-1. A GDP scenario is simulated for 1996–2012. Regression coefficients and the intercept term were sampled randomly from normally distributed coefficient estimates (see Eq.8-1 and Table 26), i.e. the intercept term from $N(2.249,0.761^2)$, $\Delta GDP_{t-1}$ from $N(0.8402,0.192^2)$ and $\Delta GDP_{t-2}$ from $N(-0.5114,0.191^2)$. The two previous years’ results were used to calculate the forecast $\Delta GDP_t$. This was repeated year after year.

2. The national traffic growth for year $t$ was forecasted estimated using Eq.7-1. The intercept term and the regression coefficient were randomly sampled from their distributions.29

3. Then, the project’s traffic volume growth was forecasted according to Eq.7-9. The regression coefficients and the intercept term were randomly sampled from their distributions.

4. The total volume of vehicles was calculated by adding the growth factor to the previous year’s number of vehicles; this way the actual vehicle kilometres of travel was calculated, which was needed for the calculation of toll revenues $Rev_t$.

5. The variable best explained by $\Delta GDP$ and $\Delta VKT$ (which are so far available) was interest rate on debt contracts, $r_{H}$, which was estimated using Eq.7-7. The coefficients of regression and the intercept term were randomly sampled from their distributions.

6. The following best explained variable was inflation $c$ (earth works and engineering annual cost index change in percent units); the simulation forecast was done by using Eq.7-8.

7. The expected operating costs were estimated by experts of Finnra (Appendix A). The random variation around these expected values were analysed in Chapter 6.3. The annual aggregate operating cost forecasts for each year $t$ ($Ope_t$) were randomly sampled from normal distribution with standard deviation of $\pm11.4\%$ around the expected aggregate annual value.

29 Finnra’s estimate deviates slightly from the adopted purely empirical relationship due to assumptions concerning e.g. demography, private consumption patterns and industrial production. In the light of empirical data, Finnra’s forecasts are downward biased but on the other hand based on more variables affecting traffic growth.
8. Each year of the construction (1997–1999), the annual cost $C_t$ was sampled randomly from a rectangular distribution that had the expected value as a mean and equally probable maximum variation of ±10% around the mean. The first year’s and second year’s costs were sampled independently from a rectangular distribution $[35\% \times 513, 35\% \times 627]$ and third year’s cost from rectangular distribution $[30\% \times 513, 30\% \times 627]$.\(^{30}\)

9. The procedure was repeated for year $t+1$. $t$ ran from 1997 to 2012. The first and last year of concession were 2/3-year periods. The concession assumed to start at the beginning of May 1997 and expire at the end of August 2012. This was taken into account in the simulation by multiplying the annual figures for these years by 2/3.

The forecasting of all variables was necessary for all simulations. For insolvency simulation, only the variables associated with nominal cash flows were needed.

The simulated variables are shown in Appendix C. Year 1996 was the critical year for the investment decision and that has been used as a base year for model construction. The investors had to decide whether to bid for the project or not in 1996 and thus this year was regarded as the critical time point until which the investors had relevant information available for e.g. economic and traffic data to be used for possible modelling and projections. It should be noted once more that the aim is not to produce valid forecasting model but an *ex ante* simulation and analysis tool in order to investigate the possible future states of the world and that the comparison of observed and estimated values is not *per se* a validity test for the model. Appendix C shows the recent observed data compared to modelled data.

\(^{30}\) Rectangular distribution has the same probabilities of occurrence no matter how far from the mean the value in question is, within the boundaries (minimum and maximum) of the distribution. Sampling individually the annual costs means that the shape of the final construction cost distribution resembles more normal distribution with mean of $(513+627)/2 = 570$ but still having the far ends of the distribution with relatively high probabilities.
8.4 Full project model specification (for nominal cash flows)

The quantitative full project model can be specified as follows. The first sub-model is the economic growth time series model according to Eq.8-1.

\[
\Delta GDP_t = 2.249 + 0.8402 \Delta GDP_{t-1} - 0.5114 \Delta GDP_{t-2} \quad (\text{Eq.8-1})
\]

The project framework model is defined by Eq.7-6 to Eq.7-9. The cash flow model for project company’s uncertain cash flow components is

\[
Rev_t = \left[ VT_{p,t} \times \left( 1 + \frac{\Delta VT_{p,t}}{100} \right) \right] \times UT \quad (\text{Eq.8-2})
\]

\[
Ope_t = RND_{-N}(\mu_{\text{Ope}} , s^2_{\text{Ope}}) \times \left( 1 + \frac{C_i}{100} \right) \quad (\text{Eq.8-3})
\]

\[
C_t = RND_{-R}[\mu_{\text{C}} \pm 10\%] \times \left( 1 + \frac{C_i}{100} \right) \quad (\text{Eq.8-4})
\]

\[
Tax_t = (Rev_t - Ope_t - Dep_i - i \cdot D) \cdot T_c \quad (\text{Eq.8-5})
\]

where the previously not mentioned new notations are as follows:

- \( UT \): unit toll, FIM per vehicle kilometers of travel (VKT);
- \( RND_{-N}(\mu_{\text{Ope}}, s^2_{\text{Ope}}) \): random normally distributed operating cost in year \( t \) with mean (expected) value \( \mu_{\text{Ope}} \) at year \( t \) and standard error of \( s_{\text{Ope}} \) = 11.4%.
- \( RND_{-R}[\mu_{\text{C}} \pm 10\%] \): random rectangularly distributed construction cost in year \( t \) with mean (expected) value of \( \mu_{\text{C}} \) and equally probable variation of \( \pm 10\% \) around \( \mu_{\text{C}} \).
- \( Tax_t \): taxes due; 0 if taxable income becomes negative in year \( t \).
In the multi-equation model framework, the random terms can be regarded as exogenous variables. Other cash flows that are between the project company and different stakeholders (investors and the state) as well as the valuation cash flows are as defined by Eq.4-6 to Eq.4-16, except that they are uncertain.

All these models specify the full project model which can be simulated according to the explained simulation process.
9. Ex ante project beta

9.1 Introduction

For the case project, it was not possible to use historical beta estimates to describe the asset’s systematic risk simply because such historical data was not available. Even globally taken, historical data does not really exist for projects of this kind. The 15.33 year life span of the project also made the annual approach inappropriate. A project beta was needed regarding the project as a single period asset of 15.33 years as well as estimates for project return, market return and risk-free rate of interest for this period.

The ex post beta model for a levered equity is provided in Copeland and Weston (1988, p. 457):

\[
\beta_{pl} = \left[ 1 + (1 - T_c) \frac{D_m}{E_m} \right] \beta_{pU}
\]

(Eq.9-1)

where

\[
\begin{align*}
\beta_{pU} & = \text{beta for unlevered project} \\
T_c & = \text{corporate tax rate} \\
D_m & = \text{amount of project debt, market value} \\
E_m & = \text{project’s equity, market value} \\
\beta_{pl} & = \text{levered project’s beta.}
\end{align*}
\]

This relationship can be used normally to estimate unlevered beta, since the levered beta is observable from the equity market. Here it can be used the other way round as the beta of the project company is not observable, but then it can be estimated using this theoretical relationship. This is the estimate for ex ante value of \( \beta_{pU} \). \( \beta_{pl} \) then changes as a function of capital structure. After this, the risk-adjusted discounting rates are computable and e.g. project’s market value can be determined.

31 Historical beta estimates could have been calculated on an annual basis using hypothetical cash flows depending on past traffic volumes and annual market returns. However, this was not feasible in a single-period investment approach.
9.2 Review based on un-relaxed empirical data

Leviäkangas (1998, pp. 323–332) demonstrated that shadow toll project’s cash flows were not following market variations which lead to low project risk and thus low project betas could be expected for infrastructure and similar projects. Leviäkangas (1998) also estimated ex post project beta and found that covariance of debt and equity were both close to zero and thus the ex post project beta was zero. Leviäkangas used historical data on market return and project traffic flows for 1981–1995. For unlevered case project the beta estimate was $\beta = 0.006$.

Khan and Fiorino (1992) used CAPM for four energy efficiency retrofit projects with life spans of 8 years. They estimated the project betas by using different scenarios for different states of the world (oil prices, inflation, market return, etc.) and project return estimates for each state of the world. Then they used the expected project return estimates on the basis of nominal cash flows, expected market return estimates and risk-free rate estimates to determine the projects’ betas in different states of the world. By weighing the betas with probabilities associated with different states of the world, they derived ex ante beta estimates for the projects, but still using ex post knowledge on the relationships between critical variables. Khan and Fiorino had very similar results with energy efficiency projects where the project returns were insensitive to market movements. The estimated betas for their four projects were -0.055, -0.059, -0.031 and -0.050. Also the lives of their projects (8 years) were not too far from this case project’s life.

The weakness with the above results is the fact that if the project company’s shares were quoted by the market on a daily basis, the fluctuations would most probably more or less follow the general trends of the market, especially as the investors would immediately discount all the future expectations to the present with adjusted discounting rates thus pushing the quotations down or up in a more radical manner.

In principle, negative betas are possible if the asset is counter-cyclical (e.g. Damodaran 2005c), but then the return would be less than risk-free return which does not make sense from the investor point of view.
9.3 Relaxations and project beta

On the basis of empirical data it was found that project unlevered beta was \( \beta_{pU} = -0.021 \) (see Appendix D). This is unlikely for the real-world investors to accept, but we can estimate that the beta is not too far from zero, i.e. \( \beta_{pU} = 0...0.2 \). For our analysis we choose 0.2 for unlevered beta which still is a very modest estimate for a non-traded, unusual asset. We can argue for this decision mainly because it is unlikely that investors are willing to accept low betas because of the lack of historical experience of similar project investments. Levered beta estimates based on Eq.9-1 are shown in Table 22:

Table 22. Estimated levered betas of the case project; \( T_c = 28\% \).

<table>
<thead>
<tr>
<th>Leverage, ( D/V )</th>
<th>( D/E )</th>
<th>Levered beta, ( \beta_{pL} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00</td>
<td>0.20</td>
</tr>
<tr>
<td>0.1</td>
<td>0.11</td>
<td>0.22</td>
</tr>
<tr>
<td>0.2</td>
<td>0.25</td>
<td>0.24</td>
</tr>
<tr>
<td>0.3</td>
<td>0.43</td>
<td>0.26</td>
</tr>
<tr>
<td>0.4</td>
<td>0.67</td>
<td>0.30</td>
</tr>
<tr>
<td>0.5</td>
<td>1.00</td>
<td>0.34</td>
</tr>
<tr>
<td>0.6</td>
<td>1.50</td>
<td>0.42</td>
</tr>
<tr>
<td>0.7</td>
<td>2.33</td>
<td>0.54</td>
</tr>
<tr>
<td>0.8</td>
<td>4.00</td>
<td>0.78</td>
</tr>
<tr>
<td>0.9</td>
<td>9.00</td>
<td>1.50</td>
</tr>
</tbody>
</table>
In this section, the full project model that was specified in the previous section (Part III) is used for simulating the project. All simulation runs begin with simulating the economic growth which is then used as a starting point to generate aggregate traffic demand and followed by other determinants of project cash flows. In each simulation run, the final result is the free cash flow of the project company and intermediate results, such as project traffic demand and operating cost, are the determinants contributing to it. The full project model variables are sampled randomly from their distributions which were determined empirically. Also all the empirical regression equations’ coefficients are sampled from their distributions so that the intercept terms and coefficients vary randomly in each simulation run. This way, the simulation assumes no fixed models or variables and no assumptions are made beyond the empirical data and those models that the data provides. Yet, the risk relationships are present, even if they are weak. This way, the error of assuming independent risks is eliminated.

As a result a set of scenarios with different values of economic and project-specific variables are generated. The generated observations are then used for determining how they have contributed to the project’s economic performance. Debt capacity and insolvency risks of the project company are analysed based on generated observations. Optimal capital structure and value of the project are calculated the same way except that the cost of capital is fixed based on CAPM – two alternative approaches (both within CAPM framework) are used to assess a plausible discounting rate for cash flows.
Multiple step-wise regression is used to identify the determinants for insolvency and value. Also binomial analysis is used for insolvency and debt capacity analysis.

Because the full project model is able to distinguish the state’s cash flows too, the opportunity is taken to estimate how the state’s economic position varies compared to that of project and project investors’ in different scenarios.
10. Simulating the case project

10.1 Required capital input

In order to perform necessary calculations the expected required working capital outlay needs to be determined, i.e. the amount of capital needed to put the project in place and have it in operation. The cash flows have to fulfil the following condition each year during the concession contract:

\[ K_t + Rev_t > C_t + Ope_t + iD_t \times D_t + A_t + Tax_t \]  \hspace{1cm} (Eq.9-2)

where

- \( K_t' \) = the remaining capital reserve in year \( t \) after initial capital outlay \( K_0 \) at \( t = 0 \)
- \( Rev_t \) = Before-tax toll revenues in year \( t = VKT_{pt} \times \) unit toll 0.30 FIM/vehiclekm (assumed to be fixed in this analysis)
- \( C_t \) = construction cost in year \( t \) after inflation adjustment
- \( Ope_t \) = operating cost in year \( t \) after inflation adjustment
- \( iD_t \times D_t' \) = interest payments in year \( t \) on the remaining debt capital \( D_t' \); at this point, a simulated interest rate \( r_H \) on debt is assumed with no premiums
- \( A_t \) = amortisation of debt in year \( t \)
- \( Tax_t \) = income-based corporate tax due in year \( t \), including the benefits of interest on debt and depreciation.

With the certain capital input, the project company’s liquid capital reserves just cover all its cash outflows. The minimum capital input needed depends on leverage, of course. By method of trial and error, using the expected values for vehicle kilometres of travel and interest rates and the initial assumptions, the capital infusion requirements shown in Table 23 and illustrated in Figure 24 were obtained. Both show the minimum required capital input that ensures that capital reserves are not exhausted at any point during the concession period and fulfil the condition of Eq.9-2.
Figure 24. Capital reserves of the project company with different capital structures at the beginning of each year of the concession; $V = K =$ capital reserve (in cash terms).

Table 23. Minimum required capital input; $K$ is total capital, $E$ is equity, $D$ is debt.

<table>
<thead>
<tr>
<th>$D / K$</th>
<th>Minimum total capital $K = E + D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>605</td>
</tr>
<tr>
<td>0.1</td>
<td>632</td>
</tr>
<tr>
<td>0.2</td>
<td>661</td>
</tr>
<tr>
<td>0.3</td>
<td>693</td>
</tr>
<tr>
<td>0.4</td>
<td>729</td>
</tr>
<tr>
<td>0.5</td>
<td>769</td>
</tr>
<tr>
<td>0.6</td>
<td>813</td>
</tr>
<tr>
<td>0.7</td>
<td>862</td>
</tr>
<tr>
<td>0.8</td>
<td>918</td>
</tr>
<tr>
<td>0.9</td>
<td>984</td>
</tr>
<tr>
<td>0.95</td>
<td>1 068</td>
</tr>
</tbody>
</table>

In real world, the minimum capital input is not enough since there are uncertainties related to the project’s cash flows so that the project company needs a “capital buffer” in order to survive unexpected increases of expenses or
decreases of revenues. Taking the assumptions made, the construction period when no revenues are flowing in is critical. After that, the project company moves within few years to safe position where its cash reserves meet unexpected demands.

10.2 Probability of insolvency and debt capacity

The probability of insolvency depends on the combination of capital structure, capital input and variation of cash inflows and outflows. In the case project, insolvency means that working capital reserves are exhausted and it is assumed that this automatically leads to bankruptcy. The following assumption is made: investors will pursue a situation where the probability of insolvency is less than 0.1; this sets a certain capital requirement where the cash flows guarantee a minimum of 90% succession of the project company. If investors seek 90% certainty for successfulness of the project company, we can seek by simulation the required capital input that ensures 90% succession rate without insolvency at any point of time. Statistically, the simulations are independent trials of a Bernoulli process, where the assumed probability of success is 0.9. Mathematically, this is expressed as

\[ P(y \leq x) = \sum_{y=0}^{x} \frac{n!}{y!(n-y)!} p^y q^{n-y} \]  
\[ \text{(Eq.9-3)} \]

where

- \( y \) is the number of successes (no insolvency)
- \( x \) is the determined threshold for runs (trials) resulting in successes
- \( n \) is the sample size (total number of trials)
- \( p = 0.9 \) (probability of success)
- \( q = 1 - 0.9 = 0.1 \) (probability of failure, i.e. insolvency)
- \( P(y \leq x) \) is the cumulative probability of at least \( x \) successes.

32 This buffer is simply an ability to raise capital very quickly and thus it may take different forms of financing techniques.
33 In reality, insolvency does not necessarily lead to bankruptcy because short insolvency periods may be overcome by additional external financing.
The null hypothesis is stated as

\[ H_0 = \text{project success probability without insolvency is 0.9; } p = 0.9 \]

and the alternative hypothesis is

\[ H_a = \text{project success without insolvency probability is not 0.9; } p \neq 0.9. \]

Type I error is expressed as

\[ \alpha = 1 - P(y \leq x|\text{Bin}(n, p)) \]

and type II error as

\[ \beta = P(y \leq x|\text{Bin}(n, p_a)) \]

where

\[ p_a \] is an alternative probability of success. In other words, we make a type II error by accepting \( H_0 \) even though \( p \) differs from assumed.

In order to keep the number of trials \( n \) reasonably low, the type I error is set at roughly 0.1 or 10%. Decreasing type I error by increasing sample size, i.e. the number of trials, increases type II error which in Bernoulli trials may be significant if probabilities of success are altered only slightly (see e.g. Mendenhall & Sincich 1992, p. 202 and referred tables). Risks for type I and II errors are

\[ \beta = P(y \leq 20|\text{Bin}(21, 0.9)) = 0.8906 \]

\[ \alpha = 1 - P(y \leq 20|\text{Bin}(21, 0.9)) = 1 - 0.8906 = 0.1094. \]

In other words, reducing type I risk, one ends up with too “certain” conditions, whereas type II risk increases. For this case, this means that small type I risk suggest capital inputs which are too large, ensuring success with high probabilities so that there is a high risk of determining a capital input where the risk of insolvency is much lower than 10%, which was deemed as a bearable
risk. If the true risk of insolvency is only 1% the risk for accepting $H_0$ is still 0.1903, i.e. 19%.

The chosen simulation procedure is as follows:

1. We choose a series of Bernoulli trials with $n = 21$ and deem $H_0: p = 0.9$ as accepted if 20 of the 21 simulation runs do not result in insolvency for the project company; $\alpha = 0.1094$ and $\beta = 0.1903$. Simulation starts using minimum required capital input at given leverage level.

2. If there is more than one case of insolvency before 21 rounds of simulations, simulation is stopped and new series of simulation runs is started by raising the amount of capital infused by 50 MFIM with proportions of debt and equity given by leverage ratio.

3. If there are no insolvency situations after 20 subsequent runs, it is concluded that the capital input in question protects the project company against insolvency with 90% certainty.

4. In case that the simulation results consistently show that capital increase enabling 90% certainty of success is not found, the simulation is stopped; the threshold here was that no more than 1000 MFIM capital inputs were investigated.

Figure 25 shows the results of 19 simulation runs when the project is all-equity financed with 605 MFIM capital input. The capital reserve curves clearly show that some samples indicate the exhaustion of capital. In theory, about 50% of the curves should go under 0 at some point of time, because the input capital was the minimum required using expected values and the simulation procedure produces normally distributed outcomes as the parameter uncertainties were assigned according to mean of an expected value and random variation around the mean. In Figure 25 the number of insolvency cases is 12 out of 19 simulation runs.
The results (Table 24) show that the theoretical debt capacity of the project company lies between $D/K$ ratios 0.55 and 0.6. After $D/K$ ratio of 0.6, insolvency is most likely to occur with more than 10% probability and the investment becomes more risky. The whole simulation procedure was stopped at $D/K$ ratio 0.7 as it became evident that debt capacity had been reached in terms of success probability requirements.
Table 24. Simulation results with different capital structures and different amounts of capital infusion.

<table>
<thead>
<tr>
<th>Capital structure $D/K$</th>
<th>Min. required capital* (expected values projection) (MFIM)</th>
<th>Increase (90% no-insolvency) (MFIM)</th>
<th>Estimated total working capital required (MFIM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>605</td>
<td>450</td>
<td>1 055</td>
</tr>
<tr>
<td>0.05</td>
<td>619</td>
<td>400</td>
<td>1 019</td>
</tr>
<tr>
<td>0.1</td>
<td>632</td>
<td>550</td>
<td>1 182</td>
</tr>
<tr>
<td>0.15</td>
<td>647</td>
<td>500</td>
<td>1 147</td>
</tr>
<tr>
<td>0.2</td>
<td>661</td>
<td>450</td>
<td>1 111</td>
</tr>
<tr>
<td>0.25</td>
<td>677</td>
<td>500</td>
<td>1 177</td>
</tr>
<tr>
<td>0.3</td>
<td>693</td>
<td>500</td>
<td>1 193</td>
</tr>
<tr>
<td>0.35</td>
<td>711</td>
<td>550</td>
<td>1 261</td>
</tr>
<tr>
<td>0.4</td>
<td>729</td>
<td>550</td>
<td>1 279</td>
</tr>
<tr>
<td>0.45</td>
<td>749</td>
<td>500</td>
<td>1 249</td>
</tr>
<tr>
<td>0.5</td>
<td>769</td>
<td>550</td>
<td>1 319</td>
</tr>
<tr>
<td>0.55</td>
<td>791</td>
<td>700</td>
<td>1 491</td>
</tr>
<tr>
<td>0.6</td>
<td>813</td>
<td>not found</td>
<td>not found</td>
</tr>
<tr>
<td>0.65</td>
<td>838</td>
<td>not found</td>
<td>not found</td>
</tr>
<tr>
<td>0.7</td>
<td>862</td>
<td>not found</td>
<td>not found</td>
</tr>
</tbody>
</table>

* For intermediate $D/K$ values (0.05, 0.15, 0.25…) the minimum required capital values were linearly interpolated.

Some additional simulation runs were performed in order to determine the more exact point of debt capacity without bankruptcy costs. The simulations started from $D/K$ ratio of 0.56 and the ratio was increased stepwise by 0.01 if a capital amount was found that produced an adequate number of positive outcomes without insolvency. The procedure was identical to the previous one. For $D/K = 0.56$ the amount of $K$ required was 1545 ($= 795 + 750$) and for $D/K = 0.57$, required $K = 1550 = 800 + 750$. For $D/K$ ratios higher than that, no adequate amount of capital was found. Thus, the theoretical debt capacity for the project company, with all the assumptions given, is approximately

$0.57 \times 1550 \text{ MFIM} = 883.5 \text{ MFIM} \approx 880 \text{ MFIM}$. 
The risk of insolvency seems to lower very quickly the debt capacity of the project company even when the actual bankruptcy risk is small. For debt-capital ratio of 0.6, there was no assured succession of the project company at the required succession probability (90%). At this and the above leverage rates there were always greater than 0.1 probability of insolvency at some point of the concession period. Furthermore, it is questionable whether it is any more reasonable to almost double the capital input in order to make sure that insolvency does not occur. The highest leverage ratios required almost a double capital stake in order to ensure high probability of good cash position compared to normally in these type of analyses used “expected course of events” (50% probability).

The implication for practical decision making is that whenever the investors assign reasonable requirements for the probability of success, the capital requirements increase very fast and the debt capacity is reduced radically. This result is in contradiction with some theoretical models that assume that investors relying on expected (i.e. mean) outcomes are still willing to invest in the project company and that relatively low risk project finance allows high leverage. Risk-averse investors that prefer high probability of success prefer thus also solid project company capital structure. The situation may be altered, however, if the terms of the concession contract are different from those assumed. For example, if the construction costs are covered by lump sum payments by the state, then the risk of cash flow curves diving under zero is reduced remarkably.

The results of the analysis on capital structure and capital requirements enabled the derivation of a model for project’s capital requirements. The modelled curve showing the capital requirement (MFIM) as a function of capital structure ($D/K$) is depicted in Figure 26.
The required capital input (y-axis, VAR2) when investors seek 90% succession rate (i.e. less than 10% probability of insolvency) as a function of capital structure (x-axis, VAR1).

The model is expressed as

\[
K_R = \begin{cases} 
1071 + e^{3.03+5.47 \times D/K} & \text{if } D/K \leq 0.57 \\
\infty & \text{if } D/K > 0.57 
\end{cases}
\]  
(Eq. 9-4)

The model was constructed using non-linear estimation with Quasi-Newton method for $D/K$ values < 0.57. This exponential growth model type

\[
y = a + \exp(b_0 + b_1x_1 + b_2x_2 + \ldots)
\]  
(Eq. 9-5)

explains very well the required capital need of the investors. Table 25 depicts the statistical parameters of the model.
Table 25. Statistical parameters of the required capital input model Eq.9-5.

<table>
<thead>
<tr>
<th>Coefficient / intercept estimate</th>
<th>Standard error of estimate</th>
<th>t-values</th>
<th>p-level</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>1071</td>
<td>0.73</td>
<td>1472.49</td>
</tr>
<tr>
<td>( b_0 )</td>
<td>3.03</td>
<td>0.02</td>
<td>186.33</td>
</tr>
<tr>
<td>( b_1 )</td>
<td>5.47</td>
<td>0.03</td>
<td>202.91</td>
</tr>
</tbody>
</table>

\( n = 14; R^2 = -- \)

High t-values (test of the significance of model validity) suggest low p-levels (risk of accepting the model validity) and in fact the binomial simulations produced surprisingly valid results concerning the capital requirements. Regression’s explanatory power (R) could not be computed by STATISTICA® software.

Taking bankruptcy costs into account affects the obtained results. However, the pragmatic solution is to ensure that project company’s cash reserves always cover the costs of possible bankruptcy. It was approximated that the cost of bankruptcy is in the neighbourhood of 30 MFIM. This sum is simply added in the constant \((1071 + 30)\) so that costs are covered all the time. This procedure should reasonably well cover the risk of bankruptcy and the resulting costs. Then the curve for \(K_B\) is shifted slightly upward by 30 million.

10.3 Determinants of insolvency

In order to define what factors of economy-wide and project-specific nature determine the insolvency and what is their relative importance of bringing the project into insolvency situation, another simulation round was performed. The following determinants were studied:

- Capital structure; the capital structure, as it was shown, partly determines the probability of insolvency especially in the early years of concession period.

\(^{34}\) This result implies that when all the start values were in fact simulated using linear models, the final outcome here includes a sort of "multicollinearity" effect so that the fit becomes nearly perfect – “a model produced by a model”. However, this does not deteriorate the usefulness of the result as the aim is to predict capital requirements rather than describe them (Berry & Feldman 1985, p. 41). The results should be quite close to those of analytical solutions (which would in turn require more complex numerical methods or more extensive simulations).
when capital reserves must cover all the cash outflows of the project company; amortisation and interest payments take a large share of the cash outflows and they increase in pace with leverage.

- Interest rate paid on debt; if interest rates get high the interest payments may increase to the amount where capital reserves are exhausted.
- Inflation; if inflation gets high, the construction and operating costs may increase by an amount that will be critical for the solvency.
- Traffic volumes; as traffic volumes dictate the cash inflows, it is obvious to study this factor’s influence on solvency.

Since all the prospective determinants of insolvency are not independent from each other their correlations with each other has to be analysed as well and then determine to what extent each determinant determines the insolvency. Another problem rises with the fact that insolvency is an accumulative process. The reason behind insolvency may lie in the previous years with exceptionally high expenses or low revenues. Therefore, just studying the actual year of insolvency occurring is not enough but one needs also to analyse the preceding years whether they include the seeds to the process leading to insolvency. Also the “exceptionality” of the parameter in question is one aspect that has an impact on exceptional results. Therefore the deviations and the magnitude of deviations from the expected values are of importance. The following model was tested:

\[ y_K = a + b_1 \times Cap + b_2 \times \Delta \gamma H + b_3 \times \Delta \gamma c + b_4 \times \Delta C + \]
\[ b_5 \times \Delta \gamma Ope + b_6 \times \Delta \gamma KT \cdot p + \varepsilon \]  

(Eq. 9-6)

where

\[ y_K \] = remaining capital reserve after seven (2003) years from the starting of the concession period; this remaining reserve may be positive even if the insolvency has occurred in the previous years; however, it should be relatively small compared to those cases where insolvency did not take place

\[ a \] = intercept term

\[ b_n \] = coefficients, \( n = 1, 2, 3, 4, 5, 6 \)
The first seven years were selected as the critical period when the insolvency is most likely to take place, especially years 3...6 are critical when the capital reserves are consumed by the construction costs and debt service payments but revenues are still modest. If we keep the probability of success (i.e. no insolvency) of the project company at 90% level, we can use the capital requirement model (Eq.9-4) to determine the capital to be invested at each level of debt finance.

The following simulation procedure is used:

1. The capital structure starts from all-equity financed project company \( (D/K = 0 \text{ or } 0\%) \) and ends with \( D/K \) ratio of 0.57 (57%). In each simulation run set, the ratio is increased by 0.05 units (or 5% units respectively), except for the last round where the \( D/K \) ratio is increased only by 2% units, i.e. from 0.55 to 0.57.

2. At each step the simulation runs are repeated until two insolvency cases have occurred. Thus, there will be 26 insolvency cases altogether.

3. All other variables are simulated according to full project model that include predefined randomness for sub-models’ variables.
4. The results, i.e. the insolvency cases, are then analysed with multiple regression method in attempt to explain to which extent each selected variable contribute to insolvency occurred.

5. The capital requirement model (Eq.9-4) is used to determine the capital input of equity and debt at each leverage level. The last capital structure ratio does not quite insure 90% success probability for the project company but still it is possible to use it to study what variables determine insolvency.

Otherwise the simulation process was as explained in Chapter 8.3. The results of simulation runs are listed in Table 26.

Table 26. Determinants of insolvency – results of 26 simulated insolvency cases.

<table>
<thead>
<tr>
<th>Capital reserve in 7th year *</th>
<th>D/K ratio</th>
<th>Interest on debt, annualized difference</th>
<th>Construction cost estimate error</th>
<th>Operating costs, annualized difference</th>
<th>Inflation, annualized difference</th>
<th>Project VKT, annualized difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y_K ) Cap</td>
<td>( \Delta r_H )</td>
<td>( \Delta C )</td>
<td>( \Delta Ope )</td>
<td>( \Delta C )</td>
<td>( \Delta VKT_p )</td>
<td></td>
</tr>
<tr>
<td>248.28 0</td>
<td>1.39</td>
<td>4.34</td>
<td>5.84</td>
<td>3.91</td>
<td>-0.39</td>
<td></td>
</tr>
<tr>
<td>281.71 0</td>
<td>0.52</td>
<td>2.55</td>
<td>3.78</td>
<td>1.52</td>
<td>-0.27</td>
<td></td>
</tr>
<tr>
<td>81.99 0.05</td>
<td>1.38</td>
<td>-5.30</td>
<td>4.55</td>
<td>6.01</td>
<td>-0.07</td>
<td></td>
</tr>
<tr>
<td>225.03 0.05</td>
<td>-3.18</td>
<td>-1.43</td>
<td>-1.72</td>
<td>3.29</td>
<td>-0.29</td>
<td></td>
</tr>
<tr>
<td>141.74 0.10</td>
<td>0.63</td>
<td>-1.07</td>
<td>1.75</td>
<td>4.05</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>140.03 0.10</td>
<td>-0.03</td>
<td>2.86</td>
<td>-5.41</td>
<td>4.21</td>
<td>-0.06</td>
<td></td>
</tr>
<tr>
<td>234.53 0.15</td>
<td>-1.96</td>
<td>6.42</td>
<td>-6.18</td>
<td>0.84</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>-33.05 0.15</td>
<td>2.74</td>
<td>-2.71</td>
<td>2.85</td>
<td>8.13</td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td>124.97 0.20</td>
<td>0.21</td>
<td>-1.62</td>
<td>4.81</td>
<td>2.53</td>
<td>-0.36</td>
<td></td>
</tr>
<tr>
<td>61.49 0.20</td>
<td>3.17</td>
<td>8.85</td>
<td>-5.35</td>
<td>3.55</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>157.44 0.25</td>
<td>1.63</td>
<td>3.29</td>
<td>0.81</td>
<td>-0.97</td>
<td>0.34</td>
<td></td>
</tr>
<tr>
<td>161.22 0.25</td>
<td>-0.96</td>
<td>4.53</td>
<td>4.25</td>
<td>2.29</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>41.05 0.30</td>
<td>0.17</td>
<td>1.18</td>
<td>-3.03</td>
<td>5.77</td>
<td>-0.22</td>
<td></td>
</tr>
<tr>
<td>78.99 0.30</td>
<td>4.11</td>
<td>1.08</td>
<td>-3.77</td>
<td>5.15</td>
<td>0.28</td>
<td></td>
</tr>
<tr>
<td>46.51 0.35</td>
<td>2.71</td>
<td>2.91</td>
<td>-1.05</td>
<td>3.85</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>33.11 0.35</td>
<td>1.20</td>
<td>0.44</td>
<td>6.12</td>
<td>4.11</td>
<td>1.56</td>
<td></td>
</tr>
<tr>
<td>29.79 0.40</td>
<td>0.58</td>
<td>-0.45</td>
<td>-4.01</td>
<td>2.35</td>
<td>-0.20</td>
<td></td>
</tr>
<tr>
<td>80.07 0.40</td>
<td>1.33</td>
<td>0.37</td>
<td>0.38</td>
<td>4.31</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>-133.85 0.45</td>
<td>-1.46</td>
<td>1.74</td>
<td>9.89</td>
<td>0.69</td>
<td>-0.52</td>
<td></td>
</tr>
<tr>
<td>-24.29 0.45</td>
<td>4.75</td>
<td>-5.85</td>
<td>-4.87</td>
<td>1.98</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>-53.66 0.50</td>
<td>4.54</td>
<td>3.66</td>
<td>-10.43</td>
<td>-1.09</td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td>-166.92 0.50</td>
<td>-0.35</td>
<td>-3.97</td>
<td>-3.69</td>
<td>3.37</td>
<td>-0.99</td>
<td></td>
</tr>
<tr>
<td>-646.23 0.55</td>
<td>3.40</td>
<td>0.31</td>
<td>3.82</td>
<td>7.15</td>
<td>-0.10</td>
<td></td>
</tr>
<tr>
<td>-118.66 0.55</td>
<td>-0.90</td>
<td>2.38</td>
<td>1.80</td>
<td>6.58</td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td>20.84 0.57</td>
<td>0.52</td>
<td>6.78</td>
<td>-8.74</td>
<td>3.44</td>
<td>-0.62</td>
<td></td>
</tr>
<tr>
<td>-36.77 0.57</td>
<td>0.70</td>
<td>2.83</td>
<td>-0.58</td>
<td>7.59</td>
<td>1.16</td>
<td></td>
</tr>
</tbody>
</table>

* Even if capital reserve is positive in \( t = 7 \), the reserve has gone below zero at some point of time \( t = 1, 2, \ldots, 7 \).
The results of multiple regression analysis are summarized in Table 27.

\[ \text{Table 27. Multiple regression results for Eq.9-7.} \]

<table>
<thead>
<tr>
<th>Coefficient / intercept estimate</th>
<th>Standard error of estimate</th>
<th>t-values</th>
<th>p-level</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>317.3</td>
<td>55.71</td>
<td>5.695</td>
</tr>
<tr>
<td>( b_1 )</td>
<td>-680.6</td>
<td>126.3</td>
<td>-5.387</td>
</tr>
<tr>
<td>( b_2 )</td>
<td>-22.02</td>
<td>12.57</td>
<td>-1.752</td>
</tr>
<tr>
<td>( b_3 )</td>
<td>3.640</td>
<td>6.898</td>
<td>0.528</td>
</tr>
<tr>
<td>( b_4 )</td>
<td>-7.216</td>
<td>4.998</td>
<td>-1.444</td>
</tr>
<tr>
<td>( b_5 )</td>
<td>-19.55</td>
<td>9.982</td>
<td>-1.958</td>
</tr>
<tr>
<td>( b_6 )</td>
<td>65.04</td>
<td>39.47</td>
<td>1.648</td>
</tr>
</tbody>
</table>

\( n = 26; R^2 = 0.707; F(6,19) = 7.643 > F_{0.01}(6, 19) = 3.94 \)

Standardized regression coefficients show that capital structure has the most effect on poor cash reserve. Negative sign indicates that the more there is leverage, the poorer the cash reserve will probably be. Then comes the exceptional inflation rates (the more inflation above the expected rate, the poorer cash reserve), exceptional interest rates (the higher rate than expected, the poorer cash situation), and the traffic volume (the higher project \( VKT \), the better cash position). Construction cost estimate error is a poor contributor to the regression equation and in fact the sign is in the wrong direction. As visible, all the regression coefficients except \( \Delta C \) are quite surely different from zero, which is the null hypothesis tested and the t-values and resulting p-levels indicate the risk of making type I error, i.e. risk of rejecting null hypothesis when it would have been true (in this case, if the coefficient would have truly been zero). Especially the intercept term \( a \) and capital structure \( Cap \) are significantly different from zero at 99.99% confidence level (i.e. less than 0.1% risk or p-level). The other variables also perform well, in the neighbourhood of 90% confidence level. The overall explanatory power is quite good, too, and the whole equation is significantly at less than 0.1% p-level.

Since construction cost estimate error, or construction cost engineering error, is a insignificant contributor for the regression, a stepwise regression was carried out in the attempt to include only the contributing variables to the regression
The results of stepwise regression are respectively as shown in Tables 28 and 29.

Table 28. Stepwise regression summary for Eq.9-7.

<table>
<thead>
<tr>
<th>Variable included</th>
<th>Coefficient</th>
<th>Coefficient / intercept estimate</th>
<th>Standard error of estimate</th>
<th>t-values</th>
<th>p-level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cap</td>
<td>$a$</td>
<td>326.6</td>
<td>51.87</td>
<td>6.297</td>
<td>0.000</td>
</tr>
<tr>
<td>$\Delta c$</td>
<td>$b_1$</td>
<td>-680.0</td>
<td>124.0</td>
<td>-5.482</td>
<td>0.000</td>
</tr>
<tr>
<td>$\Delta Ope$</td>
<td>$b_3$</td>
<td>-20.63</td>
<td>9.590</td>
<td>-2.151</td>
<td>0.044</td>
</tr>
<tr>
<td>$\Delta r_H$</td>
<td>$b_2$</td>
<td>-23.21</td>
<td>12.14</td>
<td>-1.913</td>
<td>0.070</td>
</tr>
<tr>
<td>$\Delta VT_K_p$</td>
<td>$b_6$</td>
<td>67.51</td>
<td>38.48</td>
<td>1.755</td>
<td>0.095</td>
</tr>
</tbody>
</table>

$n = 26; R^2 = 0.703; F(5,20) = 9.457 > F_{0.01}(5, 20) = 4.10$

A variable was entered to the regression equation when the test statistic $F$ was greater than 1.00 (tested at 95% confidence level). $F$ statistic’s square root is equal to t-test statistic, i.e. $F^{1/2} = t$, and thus are directly comparable with each other, resulting in same p-values (Hair et al. 1998, p. 200). The results without the cost estimate error $\Delta C$ are almost exactly the same as previously with regard to explanatory power of regression and statistical significance of coefficients and overall regression. The stepwise results are shown in Table 29. Correlations between all the variables in the original regression equation are shown in Table 30.

Table 29. Stepwise regression summary – variables’ contribution to regression.

<table>
<thead>
<tr>
<th>Variable entered</th>
<th>Coefficient / constant</th>
<th>Multiple (cumulative) R$^2$</th>
<th>F to enter if $&gt; 1$</th>
<th>p-level</th>
<th>Tolerance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cap</td>
<td>$b_1$</td>
<td>0.501</td>
<td>24.10</td>
<td>0.000</td>
<td>0.915</td>
</tr>
<tr>
<td>$\Delta c$</td>
<td>$b_3$</td>
<td>0.595</td>
<td>5.310</td>
<td>0.032</td>
<td>0.938</td>
</tr>
<tr>
<td>$\Delta VT_K_p$</td>
<td>$b_6$</td>
<td>0.623</td>
<td>1.690</td>
<td>0.208</td>
<td>0.927</td>
</tr>
<tr>
<td>$\Delta r_H$</td>
<td>$b_2$</td>
<td>0.660</td>
<td>2.276</td>
<td>0.147</td>
<td>0.852</td>
</tr>
<tr>
<td>$\Delta Ope$</td>
<td>$b_5$</td>
<td>0.703</td>
<td>2.854</td>
<td>0.107</td>
<td>0.871</td>
</tr>
</tbody>
</table>
Table 30. Variables’ correlation matrix (Eq.9-7).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Cap</th>
<th>Δ₇rₜₚ</th>
<th>Δ₇C</th>
<th>Δ₇Ope</th>
<th>Δ₇c</th>
<th>Δ₇VKTₚ</th>
<th>yₖ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cap</td>
<td>1.00</td>
<td>0.22</td>
<td>0.02</td>
<td>-0.21</td>
<td>0.08</td>
<td>0.09</td>
<td>-0.71</td>
</tr>
<tr>
<td>Δ₇rₜₚ</td>
<td>1.00</td>
<td>-0.10</td>
<td>-0.25</td>
<td>0.08</td>
<td>0.25</td>
<td>-0.32</td>
<td></td>
</tr>
<tr>
<td>Δ₇C</td>
<td>1.00</td>
<td>-0.28</td>
<td>-0.25</td>
<td>0.06</td>
<td>0.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ₇Ope</td>
<td>1.00</td>
<td>0.17</td>
<td>-0.04</td>
<td>-0.06</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ₇c</td>
<td>1.00</td>
<td>0.11</td>
<td>-0.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δ₇VKTₚ</td>
<td>1.00</td>
<td>0.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>yₖ</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

There is little risk for multi-collinearity between the variables as implied by the high tolerance values (Table 29). Usually the multicollinearity is considered non-distorting if the tolerance values are over 0.10 and correlations between independent variables in the regression are low (Hair et al. 1998, p. 193). This is the case with the obtained regression results, so the conclusion is that multicollinearity is not distorting the results.

The practical implications can now be interpreted and demonstrated. The clear implication is that once capital structure closes to 50% debt ratio, the risk for insolvency rapidly increases and more liquidity “buffer” is needed to keep the project company solvent. This was also observed in the capital requirements needed to ensure 90% solvency probability, as the capital requirement curve (Eq.9-5) went up after 40% debt ratio. Even if the other variables in the equation are zero (i.e. expected values) or close to zero the risk of insolvency is still great. We can say that the capital structure and the cash outflows resulted by amortisation and interest due to capital structure payments largely dictate the risk of insolvency. All other variables are then contributing to the risk: i) higher than expected inflation, affecting maintenance and construction costs; ii) higher than expected interest rate on debt contracts, affecting interest payments only; iii) operating costs different from expected; iv) and finally lower than expected traffic volume growth. Contribution to insolvency risk is not differing very much between the variables. These factors form the relevant risk profile for insolvency of the project company.
Even if multicollinearity does not have an effect on the results, the variables are of course somewhat overlapping with each other. Capital structure and interest rate are affecting the same cash flows, the debt service payments. Inflation and operating costs are also partly overlapping factors. However, in the latter overlapping case the difference from expected operating costs was computed on a nominal basis and thus it represents the cost estimating error for operating costs and its impact on insolvency. Inflation in turn may cause higher cash outflows even if the nominal cost estimating would have been accurate. Also inflation is affecting cash outflows of construction. In the case of capital structure and interest rate, the former is quite naturally the dominant factor because it includes two cash flow items, amortisation and interest payments. However, higher than expected interest rates clearly brings an additional effect.

10.4 Project’s cost of capital

10.4.1 Introduction – finding the correct discounting rates for valuations

Project cost of capital is needed for discounted cash flow analysis. Until here, nominal analysis was applicable, but valuation of the project as well as debt and equity require that a sound discounting rate is applied. Also valuation of the project and its capital components requires that the denominator in the valuation formula is fixed when applying a single-period valuation model. Denominator being fixed, we can analyse the numerators’ contributions to project value and investors’ wealth. Also the analysis of optimal capital structure requires that we fix the denominators in valuation formula.

10.4.2 CAPM-based cost of capital using un-relaxed empirical data

The project cost of capital is dependent on capital structure. The cost of capital determination can be found e.g. in Copeland and Weston (1988, pp. 456–469). Using Eq.4-18a and Eq.4-18b, the after-tax cost of risky debt is

\[ k_D = (1-T_c) \left[ r_j + (\rho - r_f) N(-d_j) \right] \]
and the cost of equity is

\[ k_E = \rho_E + (\rho_E - k_D)(1 - T_c) \frac{D}{E} \]

where

\[ N(-d_1) \]

is the cumulative normal probability at point \(-d_1\) from \(N(0,1)\), and as in Eq.4-19,

\[ d_1 = \frac{\ln\left(\frac{V}{D}\right) + r_f t}{\sigma \sqrt{t}} \]

and \(V\) is the value of the project company, \(D\) is the value of debt of the project company, \(r_f\) is the risk-free interest rate, \(t\) is the time to maturity of the asset and \(\sigma\) is the variance of the return on the asset. For debt and equity the book values have to be used as estimates. For risk-free interest rate the most likely estimate based on historical average for 1985–1995 risk-free rate was 10.8% (Nordiska Ministerrådet 1996). The historical average market return for 1981–1995 was 18.7% (Statistics Finland 1996; 1993; 1990). The maturity of the asset is the length of the concession contract, i.e. 15.33 years and the standard deviation of asset return is \(\sigma = (0.0001331/2 = 0.01153\). Unlevered equity’s beta \(\beta_U = -0.021\) and thus it follows that \(\rho_E = 10.8 + (18.7-10.8)*-0.021 = 10.6\). The calculation of beta is shown in detail in Appendix D as well as references to earlier beta estimate studies.

The weighed average cost of capital for the project is then, as implied by Eq.4-17c,

\[ WACC = r_p = k_D \frac{D}{V} + k_E \frac{E}{V} \]

35 A chained index had to be constructed for this, based on HEX-index issued by Helsinki Stock Exchange starting from year 1987 and on Unitas index, issued by Union Bank of Finland. The issuing of the latter index was ceased in 1990.
Hsia (1981) has showed that the result is finally\(^{36}\), as in Eq.4-18c,

\[ WACC = \rho \left( 1 - T_c \frac{D}{V} \right) \]

Hsia assumed that bankruptcy costs to the third parties besides shareholders and creditors are zero. This leads to \( WACC \) which varies according to the capital structure of the project company as illustrated in Figure 27. Table 31 shows the computed figures.

<table>
<thead>
<tr>
<th>( D/V )</th>
<th>(-d_1)</th>
<th>( N(-d_1))</th>
<th>( k_D)</th>
<th>( k_E)</th>
<th>( r_p = WACC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-189.2</td>
<td>0</td>
<td>7.75</td>
<td>10.59</td>
<td>10.59</td>
</tr>
<tr>
<td>0.05</td>
<td>-102.7</td>
<td>0</td>
<td>7.75</td>
<td>10.70</td>
<td>10.44</td>
</tr>
<tr>
<td>0.1</td>
<td>-87.42</td>
<td>0</td>
<td>7.75</td>
<td>10.82</td>
<td>10.30</td>
</tr>
<tr>
<td>0.2</td>
<td>-72.09</td>
<td>0</td>
<td>7.75</td>
<td>11.11</td>
<td>10.00</td>
</tr>
<tr>
<td>0.3</td>
<td>-63.13</td>
<td>0</td>
<td>7.75</td>
<td>11.47</td>
<td>9.70</td>
</tr>
<tr>
<td>0.4</td>
<td>-56.76</td>
<td>0</td>
<td>7.75</td>
<td>11.96</td>
<td>9.41</td>
</tr>
<tr>
<td>0.5</td>
<td>-51.83</td>
<td>0</td>
<td>7.75</td>
<td>12.64</td>
<td>9.11</td>
</tr>
<tr>
<td>0.6</td>
<td>-47.80</td>
<td>0</td>
<td>7.75</td>
<td>13.67</td>
<td>8.81</td>
</tr>
<tr>
<td>0.7</td>
<td>-44.39</td>
<td>0</td>
<td>7.75</td>
<td>15.37</td>
<td>8.52</td>
</tr>
<tr>
<td>0.8</td>
<td>-41.44</td>
<td>0</td>
<td>7.75</td>
<td>18.79</td>
<td>8.22</td>
</tr>
<tr>
<td>0.9</td>
<td>-38.83</td>
<td>0</td>
<td>7.75</td>
<td>29.04</td>
<td>7.92</td>
</tr>
<tr>
<td>0.95</td>
<td>-37.64</td>
<td>0</td>
<td>7.75</td>
<td>49.53</td>
<td>7.77</td>
</tr>
<tr>
<td>1</td>
<td>-36.50</td>
<td>0</td>
<td>7.75</td>
<td>indefinite</td>
<td>7.63*</td>
</tr>
</tbody>
</table>

* This value correctly equals \((1-T_c)\rho_E\)

Because the maturity of the asset is so long (15.33 years) and the variance of return on it low (standard deviation 0.01153), the “call option” of the project company’s equity is a “sure bet” so that the probability of loosing the invested equity (e.g. in case of bankruptcy) is zero. This conclusion is implied by the high

---

\(^{36}\) Hsia proved that the option theory and CAPM as well as Miller-Modigliani theorem are consistent.
values of \(-d_f\) which indicate long distance from the mean of distribution \(N(0,1)\), and thus \(N(-d_f)\) is zero in all cases.

The above conclusion is in contradiction with the previous results concerning risk of insolvency. The risk of insolvency is quickly rising in pace with capital structure (other factors also contributing to insolvency, too) and if the investors are risk averse so that they want to ensure e.g. 90% success probability for the project company without insolvency situations, the investment is far from being low risk. The contradiction is explicable, however. The risk does not lie in the ultimate outcome of the project. The project will most likely be profitable for investors if the whole investment period is looked at. The risk lies in the cash flow profile of the project. If insolvency is not allowed in any way for the project company, the capital requirements increase and the probability of facing insolvency rise with leverage so that with more than 50% debt financing ratio the 90%-probability-no-insolvency requirement is impossible to reach in practice. If, and as surely is the case in practice, insolvency can be allowed by
employing some contracts or instruments that protect the company in insolvency situations in the first half of the concession period, the investors will with high probability get a positive return on their investment at the very end of the concession period. Simple instruments or contracts, such as generous overdraft limits or overdraft agreements combined with suitable bonds and guarantees provide likely solutions to the problem.

The 90%-probability-no-insolvency requirement, if applied, will have implications to the cost of capital, however. If overdraft agreements prove to be difficult to arrange and if the exhaustion of cash reserves proves to be truly risky leading possibly to bankruptcy, the required return on equity must rise steeper as the leverage increases. The threshold leverage ratio was 0.57 for the project company after which there was no guarantee that the project company will have 90% certainty of not encountering insolvency at any point of concession period. Thus, the real world cost of capital curve reaches value “indefinite” sooner than theory would suggest. But this depends only on the risk averseness of the equity investors and terms negotiated with other investors. This leads to the conclusion that each project carries unique profile for risk and cost of capital despite the fact that projects like the case project have probably very similar covariances with the market. CAPM has a statistical approach to risk and valuation of assets but clearly lacks more refined quantities to handle contingent investment situations. In other words, CAPM offers a rational tool for investment evaluation but does not take into account the obvious managerial/human pursue for safe decisions, i.e. safe investments. Very few, if anybody, will make serious, significant long-term investments with fifty-fifty chance of succeeding, which is the result when investment decisions are based on expected values. If investments made are large in numbers, as it is with professional stock trading, then the rationale of CAPM is acceptable and the end result will be positive for the skilful investor. Without this dispersion of risk enabled by many simultaneous investments, the risk for a single investment becomes significant and investors will seek for safer positions, ensuring high probability of success.
10.4.3 Cost of capital, relaxed estimates

10.4.3.1 Reference interest rates, relaxed estimates

For risk-free rate $r_f$ the empirical reference based on 1980–1996 data was 10.8%. In the light of more recent observations this seems high. For example, in 2001 the State of Finland issued a government bond for 11 years with nominal rate of 5.75% (Bank of Finland, www.suomenpankki.fi). During 1996–2000 the yields on Finnish benchmark government bonds varied between 7.08%...4.74%. Therefore, we can choose $r_f = 5\%$.

The market rates’ recent intervals (for 1998–2004, 12 month Helibor) varied between 2.0%...5.3% (Bank of Finland, www.suomenpankki.fi), which is considerably lower than our time series estimates. However, the fluctuations in the long run may be considerable. Private placements bonds (i.e. smaller entity long term bonds) for 6 years paid typically 7%...8% nominal rate (Bank of Finland, www.suomenpankki.fi). The average lending rate of Finnish commercial banks to Finnish companies for 1990–2002 has varied between 15%...3%. In 1996 and 1997 the average lending rate was between 4%...6% (see e.g. Koskenkylä 2002, p. 140). If our case project’s debt maturity would be 15 years, we could assume slightly higher nominal rate because of term structure of interest rates. We assume 6% including the premium for risk.

For market return we have a historical annual average $E(r_m) = 18.7\%$ for 1981–1995 using chained market indexes (Leviä kangas 1998). This estimate is very high. HEX all-share index for 1999–2004 varied roughly between 5000 and 18000 points the highest peak reached in year 2000 and lowest 2003. The annual returns varied roughly between 130%...-40% (HEX Integrated Markets Ltd., www.hexgroup.com). It is evident that even longer time series cannot be very reliable. Therefore, we can start from the earlier estimate of expected annual return for diversified market investment ($E(r_m) = 18\%)$ but keeping in mind that markets have changed to more efficient which will lower the returns from the market. We assume $E(r_m) = 12\%$. 

156
10.4.3.2 Cost of equity

The cost of equity estimate in a normal CAPM framework is determined by (see e.g. Copeland & Weston 1988, p. 456)

\[ k_E = r_f + \{ E(r_m) - r_f \} \beta_{pL} = 5\% + (12\% - 5\%) \beta_{pL} \]  

(Eq.9-8)

and yields to cost of equity rates as shown in Table 32. The risk premium for Finnish listed equity markets have been, for example, about 4 percent units in 1997 (Kallunki et al. 2001, p. 113). Our calculation is 7 percent units, which is within reasonable limits taking into account that a) the project company is not publicly listed and b) similar investments are not quoted by the market.

**Table 32. Relaxed estimates for cost of equity.**

<table>
<thead>
<tr>
<th>Leverage, $D/V$</th>
<th>Levered beta, $\beta_{pL}$</th>
<th>Cost of equity, $k_E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.2</td>
<td>6.40%</td>
</tr>
<tr>
<td>0.1</td>
<td>0.22</td>
<td>6.51%</td>
</tr>
<tr>
<td>0.2</td>
<td>0.24</td>
<td>6.65%</td>
</tr>
<tr>
<td>0.3</td>
<td>0.26</td>
<td>6.83%</td>
</tr>
<tr>
<td>0.4</td>
<td>0.3</td>
<td>7.07%</td>
</tr>
<tr>
<td>0.5</td>
<td>0.34</td>
<td>7.41%</td>
</tr>
<tr>
<td>0.6</td>
<td>0.42</td>
<td>7.91%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.78</td>
<td>10.43%</td>
</tr>
<tr>
<td>0.9</td>
<td>1.5</td>
<td>15.47%</td>
</tr>
</tbody>
</table>

The cost of equity is low, as it should be when the beta is as low as 0.2. This result does not take into account the high risk of insolvency and further, the risk of bankruptcy, but does significantly contribute to the risk profile of case project. In reality, we can assume higher increase of cost of equity as a function of capital structure.

10.4.3.3 Cost of debt

The simulated forecast for cost of debt ($r_H$) suggested very high debt contract interest rates, i.e. between 13%...14%. This was regarded too high in the light of more recent data and alternative estimates were driven with other methods.
Damodaran gives the following alternative paths for cost of debt estimation in the case of non-traded private firms (Damodaran 2005a, p. 12):

- borrowing rate of recent raising of debt by the firm
- average cost of debt for the industry, in which the firm can be categorized
- estimating synthetic rating for the firm and using corresponding cost of debt.

Here we follow the third path. Damodaran (2005b) uses the categorisation following Table 33 for smaller and riskier companies to estimate the rating and spread (additional risk premium) on the basis of long-term interest coverage (net earnings before interest and taxes divided by total interest payments).

**Table 33. Synthetic rating and spreads for smaller and riskier firms.**

<table>
<thead>
<tr>
<th>Interest rate coverage threshold:</th>
<th>Rating</th>
<th>Spread</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 0.50</td>
<td>D</td>
<td>14.00%</td>
</tr>
<tr>
<td>&lt; 0.80</td>
<td>C</td>
<td>12.70%</td>
</tr>
<tr>
<td>&lt; 1.25</td>
<td>CC</td>
<td>11.50%</td>
</tr>
<tr>
<td>&lt; 1.50</td>
<td>CCC</td>
<td>10.00%</td>
</tr>
<tr>
<td>&lt; 2.00</td>
<td>B-</td>
<td>8.00%</td>
</tr>
<tr>
<td>&lt; 2.50</td>
<td>B</td>
<td>6.50%</td>
</tr>
<tr>
<td>&lt; 3.00</td>
<td>B+</td>
<td>4.75%</td>
</tr>
<tr>
<td>&lt; 3.50</td>
<td>BB</td>
<td>3.50%</td>
</tr>
<tr>
<td>&lt; 4.50</td>
<td>BBB</td>
<td>2.25%</td>
</tr>
<tr>
<td>&lt; 6.00</td>
<td>A-</td>
<td>2.00%</td>
</tr>
<tr>
<td>&lt; 7.50</td>
<td>A</td>
<td>1.80%</td>
</tr>
<tr>
<td>&lt; 9.50</td>
<td>A+</td>
<td>1.50%</td>
</tr>
<tr>
<td>&lt; 12.5</td>
<td>AA</td>
<td>1.00%</td>
</tr>
<tr>
<td>&gt;12.5</td>
<td>AAA</td>
<td>0.75%</td>
</tr>
</tbody>
</table>

For the project company, the interest coverage is changing as the project matures. The early stages are risky as analyses of insolvency explicitly demonstrated and the interest rate coverage is low. As the project matures the interest coverage improves and thus the rating should also change in pace of project’s life. But it is obvious that debt capital suppliers look at the riskiest phases of the project and assess their risk premiums according to those foreseeable risks.
If we assume that the first seven years of the concession contract represents the high risk part of the project and calculate the cumulative interest coverage in nominal terms (cumulative revenues divided by cumulative interest payments) and at the same time using the expected values for traffic growth, construction and operating costs, the obtained interest coverage for different capital structures of the project company are as shown in Table 34. Two alternatives for capital input has been used, the $K_R$ coming from insolvency analysis and fixed capital input of 1 billion FIM ($K_{fixed}$).

The table shows that

- whichever capital requirement criteria is used, the interest coverage ratios are not very much differing; both methods are thus available when assessing cost of debt risk premiums; however, $K_R$ definition does not allow debt capital to rise over debt capacity 57%

- the cost of debt is highly dependent on terms of concession contract and in this case, especially on the agreed unit toll to be received by project company; this provision naturally requires that debt financiers have all the relevant information on project risks at their disposal.

Table 34. Interest coverage; cash flow before interest and taxes divided by interest.

<table>
<thead>
<tr>
<th>D/V</th>
<th>If unit toll = 0.5 FIM</th>
<th>If unit toll = 0.9 FIM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>If $K_{fixed}$ = 1000 mill. FIM</td>
<td>If using $K_R$</td>
</tr>
<tr>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.1</td>
<td>1.74</td>
<td>1.57</td>
</tr>
<tr>
<td>0.2</td>
<td>0.87</td>
<td>0.77</td>
</tr>
<tr>
<td>0.3</td>
<td>0.58</td>
<td>0.49</td>
</tr>
<tr>
<td>0.4</td>
<td>0.43</td>
<td>0.35</td>
</tr>
<tr>
<td>0.5</td>
<td>0.35</td>
<td>0.25</td>
</tr>
<tr>
<td>0.6</td>
<td>0.29</td>
<td>Not financed</td>
</tr>
<tr>
<td>0.7</td>
<td>0.25</td>
<td>Not financed</td>
</tr>
<tr>
<td>0.8</td>
<td>0.22</td>
<td>Not financed</td>
</tr>
<tr>
<td>0.9</td>
<td>0.19</td>
<td>Not financed</td>
</tr>
<tr>
<td>1</td>
<td>0.17</td>
<td>Not financed</td>
</tr>
</tbody>
</table>
Using Damodaran’s synthetic rating tables and assuming $K_g$ the cost of debt can be approximated according to Table 35. The result is interesting, for it suggests that cost of debt ranges from roughly 7% (6.75% exactly; 6%+0.75%) to 20% (6%+14% = 20%) and thus exceed the cost of equity estimates. However, the results are intuitively to the right direction if we recall the implications from insolvency analysis.

If we relax the debt capacity assumption and use $K_{fixed}$ we obtain the following after-tax cost of capital figures for different revenue projections depending on selected unit toll (Table 36).

Table 35. Synthetic estimates of premiums on cost of debt.

<table>
<thead>
<tr>
<th>D/V</th>
<th>Spread on cost of debt capital, % units</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unit toll = 0.3</td>
</tr>
<tr>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>0.1</td>
<td>coverage</td>
</tr>
<tr>
<td>0.2</td>
<td>negative, spread at least 14% units in all cases</td>
</tr>
<tr>
<td>0.3</td>
<td>coverage</td>
</tr>
<tr>
<td>0.4</td>
<td>coverage</td>
</tr>
<tr>
<td>0.5</td>
<td>coverage</td>
</tr>
<tr>
<td>&gt; 0.57</td>
<td>Not financed</td>
</tr>
</tbody>
</table>

Table 36. After-tax cost of capital figures for different revenue projections depending on selected unit toll.
Table 36. After-tax cost of capital estimates; debt capacity assumption relaxed.

<table>
<thead>
<tr>
<th>D/V</th>
<th>( k_E )</th>
<th>after-tax ( k_D = (1 - T_c)(6% + \text{spread}); T_c = 0.28 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Unit toll = 0.3</td>
</tr>
<tr>
<td>0</td>
<td>6.40%</td>
<td>4.32%</td>
</tr>
<tr>
<td>0.1</td>
<td>6.51%</td>
<td>14.4%</td>
</tr>
<tr>
<td>0.2</td>
<td>6.65%</td>
<td>14.4%</td>
</tr>
<tr>
<td>0.3</td>
<td>6.83%</td>
<td>14.4%</td>
</tr>
<tr>
<td>0.4</td>
<td>7.07%</td>
<td>14.4%</td>
</tr>
<tr>
<td>0.5</td>
<td>7.41%</td>
<td>14.4%</td>
</tr>
<tr>
<td>0.6</td>
<td>7.91%</td>
<td>14.4%</td>
</tr>
<tr>
<td>0.7</td>
<td>8.85%</td>
<td>14.4%</td>
</tr>
<tr>
<td>0.8</td>
<td>10.4%</td>
<td>14.4%</td>
</tr>
<tr>
<td>0.9</td>
<td>10.5%</td>
<td>14.4%</td>
</tr>
<tr>
<td>1</td>
<td>14.4%</td>
<td>14.4%</td>
</tr>
</tbody>
</table>

When reviewing the above cost of capital estimates it is evident that already this analysis shows that the project is viable with fairly high unit tolls and the highest tolls result in the soundest estimates for \( k_E \) and \( k_D \). The same observation is confirmed when calculating the net present value of the project. The standard approach using interest coverage in order to determine the risk premium is weak in recognizing the insolvency risk as leverage increases. In other words, it would make more logic, if the cost of equity rose more sharply as leverage increases.

10.4.4 Discussion

The cost of capital estimates were derived using two methods. The first was based on risk-return theory and option theory and can be regarded as fundamentalist approach. The second method was based on the use of standard CAPM and synthetic rating of the project company. This could be regarded as standard approach. The two methods are characterized as follows:
Fundamentalist

- empirical averages of market variables (market return, risk-free rate, lending rate)
- estimates of unlevered beta, allowing negative beta
- combining CAPM and option theory
- taking into account the maturity of the asset, i.e. the length of concession contract.

Standard

- relaxed estimates of market variables, based on more recent market data
- relaxed estimate of unlevered beta
- synthetic rating of the project company.

The results are summarized in Table 37.

**Table 37. Summarising the results of cost of capital estimations (after-tax cost of debt).**

<table>
<thead>
<tr>
<th>D/V</th>
<th>Fundamentalist approach</th>
<th>Standard approach (Unit toll = 0.7 FIM)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k_E$</td>
<td>$k_D$</td>
</tr>
<tr>
<td>0</td>
<td>10.59%</td>
<td>7.75%</td>
</tr>
<tr>
<td>0.1</td>
<td>10.82%</td>
<td>7.75%</td>
</tr>
<tr>
<td>0.2</td>
<td>11.11%</td>
<td>7.75%</td>
</tr>
<tr>
<td>0.3</td>
<td>11.47%</td>
<td>7.75%</td>
</tr>
<tr>
<td>0.4</td>
<td>11.96%</td>
<td>7.75%</td>
</tr>
<tr>
<td>0.5</td>
<td>12.64%</td>
<td>7.75%</td>
</tr>
<tr>
<td>&gt; 0.57</td>
<td>Not financed</td>
<td>Not financed</td>
</tr>
</tbody>
</table>

Fundamentalist approach is insensitive to revenues and relies solely on unlevered beta of the project and the market variables (risk-free rate, market return) but for the reasons discussed in 8.51 does not provide good estimates for
cost of debt which should change according to leverage of the project company. The estimates for cost of equity are more logical but very modest taking into account the risk of insolvency. Standard approach based on unlevered and levered betas and synthetic ratings of the project company provides logical estimates for cost of debt, but cost of equity estimates, not recognising the high insolvency risks, are inconsistent with cost of debt estimates. Cost of equity estimates do not rise as sharply with leverage as one would expect.

In order to be able to produce sound indications about optimal capital structure of the project company we need to obtain reasonable estimates for cost of capital. Neither of the approaches provides the solution. The fundamentalist approach seems to capture best the estimates of cost of debt. Standard approach suggests that the cost of equity should roughly exceed at 50% the after-tax cost of debt when leverage is low and when leverage increases the estimates become more biased. Fundamentalist approach suggests that cost of equity exceeds after-tax cost of debt roughly 40% in case of low leverage. Therefore, new estimates for cost of capital are produced based on synthetic rating and after-tax cost of debt pending on it. This yields to reasonable cost of debt estimates that take into account leverage and cost of equity estimates that likewise follow leverage and stay on the right level when leverage increases.

If we assume that $k_D$ is as estimated by standard method and $k_E$ is always 50% higher, i.e. $k_E = 1.5 \times k_D$ and after these strong assumptions we also round the figures and re-estimate the cost of debt for higher leverage, we obtain the results of Table 38.

Table 38. Estimates of cost of capital for the case project.

<table>
<thead>
<tr>
<th>$D/V$</th>
<th>$k_E$</th>
<th>$k_D$ (after-tax)</th>
<th>WACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6%</td>
<td>4%</td>
<td>6%</td>
</tr>
<tr>
<td>0.1</td>
<td>9%</td>
<td>6%</td>
<td>8.7%</td>
</tr>
<tr>
<td>0.2</td>
<td>12%</td>
<td>8%</td>
<td>11.2%</td>
</tr>
<tr>
<td>0.3</td>
<td>15%</td>
<td>10%</td>
<td>13.5%</td>
</tr>
<tr>
<td>0.4</td>
<td>19.5%</td>
<td>13%</td>
<td>16.9%</td>
</tr>
<tr>
<td>0.5</td>
<td>24%</td>
<td>16%</td>
<td>20%</td>
</tr>
<tr>
<td>&gt; 0.57</td>
<td></td>
<td></td>
<td>not financed</td>
</tr>
</tbody>
</table>
For practical calculations we assume these estimates, which reflect higher return demands on the basis of the following arguments: 1) the company is a pioneering enterprise in Finland\(^{37}\); 2) the project company is non-listed; 3) the complete risk profile is not well known by investors and even the non-significant risks are included; 4) double-counting of risks probably occurs because risk relationships are not known or not admitted in order to reach a better negotiation position; 5) finally, it is assumed that the high risk of insolvency is recognized.

10.5 Optimal capital structure

Optimal capital structure of a firm has been studied widely and corporate finance textbooks almost without exception deal with the issue. For papers about capital structure from different viewpoints, see e.g. DeAngelo and Masulis (1980), Dias and Ioannou (1995), Hong and Rappaport (1978), Kim (1978), Shah and Thakor (1987). Dias and Ioannou focused specifically on project company issue.

Fundamentalist approach suggested as much debt financing as possible whereas insolvency analysis suggested that the maximum debt ratio is 57%. This ratio also maximizes tax benefits of the project company. Standard cost of capital estimates suggest that WACC is in its minimum when debt ratio is 0% (or close to it) and thus the results are very much controversial. Optimal capital structure in standard approach is dependent on revenue projections which have an affect on interest coverage which in turn result in synthetic rating for the project.

The weighed average cost of capital for different unit tolls (which are building revenues which affect interest coverage) are as shown in Table 39. The minimum WACC that exceeds zero debt starts to appear after unit toll reaches 0.9 FIM. As the rating improves and cost of debt declines the more benefits are to be gained from debt financing – optimal capital structure moves towards higher leverage.

\(^{37}\) The investors of the project company represented a group that had quite substantial experience in BOT projects. Thus, the project company arrangement was a novelty only in Finland, but for investors the project represented a routine object.
### Table 39. WACC for different unit tolls and capital structures.

<table>
<thead>
<tr>
<th>D/V</th>
<th>Unit toll = 0.3</th>
<th>Unit toll = 0.5</th>
<th>Unit toll = 0.7</th>
<th>Unit toll = 0.9</th>
<th>Unit toll = 1.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6.40%</td>
<td>6.40%</td>
<td>6.40%</td>
<td>6.40%</td>
<td>6.40%</td>
</tr>
<tr>
<td>0.1</td>
<td>7.30%</td>
<td>6.87%</td>
<td>6.44%</td>
<td>6.36%</td>
<td>6.35%</td>
</tr>
<tr>
<td>0.2</td>
<td>8.20%</td>
<td>7.84%</td>
<td>6.87%</td>
<td>6.47%</td>
<td>6.44%</td>
</tr>
<tr>
<td>0.3</td>
<td>9.10%</td>
<td>8.82%</td>
<td>7.81%</td>
<td>6.83%</td>
<td>6.51%</td>
</tr>
<tr>
<td>0.4</td>
<td>10.00%</td>
<td>10.00%</td>
<td>8.85%</td>
<td>7.34%</td>
<td>6.62%</td>
</tr>
<tr>
<td>0.5</td>
<td>10.91%</td>
<td>10.91%</td>
<td>10.01%</td>
<td>8.21%</td>
<td>7.58%</td>
</tr>
<tr>
<td>0.6</td>
<td>11.80%</td>
<td>11.80%</td>
<td>10.72%</td>
<td>9.21%</td>
<td>8.56%</td>
</tr>
<tr>
<td>0.7</td>
<td>12.74%</td>
<td>12.74%</td>
<td>11.48%</td>
<td>10.72%</td>
<td>8.96%</td>
</tr>
<tr>
<td>0.8</td>
<td>13.61%</td>
<td>13.61%</td>
<td>12.86%</td>
<td>11.30%</td>
<td>10.15%</td>
</tr>
<tr>
<td>0.9</td>
<td>14.51%</td>
<td>14.51%</td>
<td>13.66%</td>
<td>12.89%</td>
<td>10.62%</td>
</tr>
</tbody>
</table>

### 10.6 Value of the case single-project company

We assume 1000 FIM total capital input and use the expected values for traffic demand, construction expenses and operating costs. Further, we use the WACC estimates from Table 39 to estimate the market values of the project \( (V_p, D_m, E_m) \), returns on capital \( (R_p, R_D, R_E) \) and net present value to project investors \( (NPV_{PI}) \). These estimates are now based on average values of the full project model.

\( NPV_{PI} \) estimates are shown in Figure 28, showing the results for different unit tolls.
The estimates show that if the project is to be fully financed with private capital, including construction, required return on equity (although equal to risk-free return) and preparing for re-financing needs, the required unit toll rises sharply. Unit toll of 0.7 FIM clearly produces critical threshold value for the case project. Lower unit toll values were not included in the estimation since they produce only negative \( NPV_{PI} \) and thus are unacceptable for any private investor. The practical implication is that the assumption of 0.3 unit toll made in the early stages of the project, is not nearly enough when all the project costs and working capital requirements are covered by the project company and its investors and the investors are expected to have a return on their investment.

The market value of the project for different unit tolls is shown in Figure 29.
The value of the project as well as $NPV_{PI}$ are maximized when debt ratio is 10% as should be the case when $WACC$ is minimized at this point. The exact points for minimum $WACC$ and maximum values were not estimated. The market values of project, debt and equity are presented in Figures 30–33. It shows that even with 1000 FIM capital input the market value of equity crashes down after 50% debt financing. This result is in line with insolvency analysis which used lower unit toll value of 0.3 FIM. If $E_m$ reaches zero the equity investors have no motive to be involved in the project and the project may go bankrupt and the debtholders stop receiving debt payments. Then the debtholders are in position to take over and if the project continues to loose money their wealth, the value of $D_m$, starts diving as well.
Figure 30. The market values of project, debt and equity; unit toll = 0.7 FIM.

Figure 31. The market values of project, debt and equity; unit toll = 0.9 FIM.
The value maximising points are rising slowly as the unit toll increases. In the case of 1.1 FIM unit toll the equity investors still have a motive to stay with the project company although they may be losing a part of their investment if debt levels are raised sharply. This is visible also from Figures 33, 34, and 35 showing the returns on capital.

Figure 32. The market values of project, debt and equity; unit toll = 1.1 FIM.

Figure 33. Returns on project, equity and debt, unit toll = 0.7 FIM.
Figure 34. Returns on project, equity and debt, unit toll = 0.9 FIM.

Figure 35. Returns on project, equity and debt, unit toll = 1.1 FIM.
10.7 Determinants of market value

The $WACC$ is set to 8.2% according to 50% debt ratio and 0.9 FIM unit toll. Corporate tax rate is assumed constant over time, $T_c = 28\%$. Relaxation of these assumptions means that scenarios for some variables are predetermined whereas the rest of the parameters are allowed to fluctuate on the time scale. This is a necessary precondition to have the denominator constant and to see what numerators’ (i.e. cash flow affecting parameters) impact on project value is likely to be.

We will investigate how the following parameters determine the $NPV_{PI}$ of the project:

- Economic growth, $GDP$, and traffic volume on the road, $VKT_p$; these parameters dictate largely the traffic growth in general and on the specific road section and thus determine the shadow toll revenues.

- Construction cost $C$ that is the largest single cash flow item for the project company and furthermore, timed at the very beginning of the project; deviation from planned estimate, the cost estimating error of construction cost, is expected to affect $NPV_{PI}$.

- Inflation $c$, affecting operating costs, $Ope$, and construction cost $C$.

The reasons for the selection of these parameters are the following. First, we know that traffic volumes are to a large extent dictated by macro-economy. However, it is not known on which predicted or anticipated parameters the investors should focus their attention. Should they rely on macro-economic forecasts only? Or should they be more specific and first focus on macro variables, and then closer on project-specific factors? The former is much easier to do in practice whereas the latter analysis requires much more management effort. The result will be interesting from the viewpoint of project investment planning. Secondly, the cost engineering inaccuracies can play a significant part in the value building process since it is timed at the beginning of the project. How significant this impact can be in relation to other impacts? Third, inflation is the only significant external factor affecting cash outflows as found in insolvency analysis. Operating cost variations due to weather and other condition variations did not play a very significant role in insolvency
contribution and thus it is left aside because it had only minor impacts on cash flows of the project company.

The following model was tested:

\[ jNPV\_PI = a + b_1 \times jGDP_A + b_2 \times jVKT + b_3 \times j\Delta C + b_4 \times jcA + \epsilon \]  (Eq.9-9)

where

\[ jNPV\_PI = \text{project investors’ incremental, surplus, after repayment of their capital in simulated case number } j \]

\[ a = \text{intercept term} \]

\[ b_n = \text{regression coefficients, } n = 1, 2, ..., 5 \]

\[ jGDP_A = \text{annualized economic growth in percent units for the whole concession period; simulated case number } j \]

\[ jVKT = \text{annualized project-specific traffic growth in percent units for the concession period; simulated case number } j \]

\[ j\Delta C = \text{construction cost estimate difference in percent units from the planned expected cost estimate in simulated case number } j \]

\[ jcA = \text{annualized inflation in percent units for the concession period in simulated case number } j \]

\[ j = \text{simulated case number, } j = 1, 2, ..., 30 \]

\[ \epsilon = \text{error term.} \]

30 rounds of simulations were run calculating each time the \( NPV\_PI \) from the discounted cash flows and keeping the \( WACC \) constant. The results of simulations are shown in Table 40. The regression results are summarized in Tables 41 and 42.
Table 40. Simulations of NPV_PI.

<table>
<thead>
<tr>
<th>Case no</th>
<th>jNPV_PI</th>
<th>jGDP</th>
<th>jVKT_pA</th>
<th>jAC</th>
<th>jC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>441.83</td>
<td>2.11</td>
<td>3.51</td>
<td>-4.55</td>
<td>9.19</td>
</tr>
<tr>
<td>2</td>
<td>266.63</td>
<td>2.02</td>
<td>2.77</td>
<td>-6.59</td>
<td>6.82</td>
</tr>
<tr>
<td>3</td>
<td>338.50</td>
<td>2.07</td>
<td>3.07</td>
<td>-7.17</td>
<td>8.52</td>
</tr>
<tr>
<td>4</td>
<td>420.04</td>
<td>2.37</td>
<td>3.67</td>
<td>-0.01</td>
<td>6.08</td>
</tr>
<tr>
<td>5</td>
<td>437.97</td>
<td>2.35</td>
<td>3.76</td>
<td>1.01</td>
<td>6.27</td>
</tr>
<tr>
<td>6</td>
<td>285.38</td>
<td>2.46</td>
<td>3.28</td>
<td>3.88</td>
<td>6.27</td>
</tr>
<tr>
<td>7</td>
<td>296.43</td>
<td>1.19</td>
<td>3.16</td>
<td>5.01</td>
<td>2.27</td>
</tr>
<tr>
<td>8</td>
<td>403.01</td>
<td>2.31</td>
<td>3.27</td>
<td>2.08</td>
<td>10.4</td>
</tr>
<tr>
<td>9</td>
<td>404.52</td>
<td>2.32</td>
<td>3.34</td>
<td>1.07</td>
<td>6.98</td>
</tr>
<tr>
<td>10</td>
<td>320.32</td>
<td>2.45</td>
<td>3.22</td>
<td>-5.64</td>
<td>3.68</td>
</tr>
<tr>
<td>11</td>
<td>401.89</td>
<td>1.66</td>
<td>3.55</td>
<td>-5.56</td>
<td>5.62</td>
</tr>
<tr>
<td>12</td>
<td>411.32</td>
<td>2.27</td>
<td>3.47</td>
<td>-3.42</td>
<td>4.37</td>
</tr>
<tr>
<td>13</td>
<td>362.72</td>
<td>2.21</td>
<td>3.55</td>
<td>-2.66</td>
<td>4.20</td>
</tr>
<tr>
<td>14</td>
<td>316.30</td>
<td>1.40</td>
<td>3.21</td>
<td>-4.25</td>
<td>4.64</td>
</tr>
<tr>
<td>15</td>
<td>576.48</td>
<td>2.35</td>
<td>3.75</td>
<td>-0.42</td>
<td>6.89</td>
</tr>
<tr>
<td>16</td>
<td>341.74</td>
<td>2.24</td>
<td>3.62</td>
<td>4.91</td>
<td>3.72</td>
</tr>
<tr>
<td>17</td>
<td>455.06</td>
<td>2.29</td>
<td>3.76</td>
<td>-1.60</td>
<td>8.78</td>
</tr>
<tr>
<td>18</td>
<td>218.92</td>
<td>1.27</td>
<td>2.48</td>
<td>-0.31</td>
<td>4.12</td>
</tr>
<tr>
<td>19</td>
<td>315.70</td>
<td>2.26</td>
<td>3.28</td>
<td>0.91</td>
<td>2.60</td>
</tr>
<tr>
<td>20</td>
<td>325.61</td>
<td>2.12</td>
<td>2.84</td>
<td>-2.50</td>
<td>7.83</td>
</tr>
<tr>
<td>21</td>
<td>260.47</td>
<td>3.04</td>
<td>3.37</td>
<td>1.14</td>
<td>6.24</td>
</tr>
<tr>
<td>22</td>
<td>-46.76</td>
<td>-0.39</td>
<td>1.95</td>
<td>-7.58</td>
<td>-2.39</td>
</tr>
<tr>
<td>23</td>
<td>168.94</td>
<td>0.25</td>
<td>2.76</td>
<td>4.14</td>
<td>3.88</td>
</tr>
<tr>
<td>24</td>
<td>324.07</td>
<td>2.14</td>
<td>3.21</td>
<td>6.99</td>
<td>6.86</td>
</tr>
<tr>
<td>25</td>
<td>300.88</td>
<td>2.27</td>
<td>3.24</td>
<td>1.06</td>
<td>4.15</td>
</tr>
<tr>
<td>26</td>
<td>315.59</td>
<td>2.44</td>
<td>3.65</td>
<td>-0.53</td>
<td>8.18</td>
</tr>
<tr>
<td>27</td>
<td>514.94</td>
<td>0.72</td>
<td>3.45</td>
<td>3.52</td>
<td>2.87</td>
</tr>
<tr>
<td>28</td>
<td>309.15</td>
<td>1.49</td>
<td>3.11</td>
<td>5.28</td>
<td>3.72</td>
</tr>
<tr>
<td>29</td>
<td>407.97</td>
<td>1.31</td>
<td>2.59</td>
<td>-2.04</td>
<td>4.56</td>
</tr>
<tr>
<td>30</td>
<td>342.74</td>
<td>2.52</td>
<td>3.27</td>
<td>7.07</td>
<td>4.40</td>
</tr>
</tbody>
</table>

Table 41. Summary of stepwise regression for Eq.9-9 – variables’ contribution.

<table>
<thead>
<tr>
<th>Variable entered</th>
<th>Coefficient</th>
<th>Multiple cumulative R²</th>
<th>F to enter if &gt; 1</th>
<th>p-level</th>
<th>Tolerance</th>
</tr>
</thead>
<tbody>
<tr>
<td>jVKT_pA</td>
<td>b_2</td>
<td>0.589</td>
<td>40.1</td>
<td>0.000</td>
<td>0.543</td>
</tr>
<tr>
<td>jC</td>
<td>b_4</td>
<td>0.630</td>
<td>3.05</td>
<td>0.093</td>
<td>0.590</td>
</tr>
<tr>
<td>jGDP</td>
<td>b_1</td>
<td>0.647</td>
<td>1.20</td>
<td>0.283</td>
<td>0.428</td>
</tr>
<tr>
<td>jAC</td>
<td>b_3</td>
<td>not entered</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The most significant contributor to \( NPV\_PI \) was project-specific traffic volume. This is the basis of revenue for the project company. The other significant factor was inflation affecting cash outflows and namely construction costs and operating costs. The results are interesting thinking of the questions set previously. Clearly the project investor risk lies in the traffic volume, and not that much on general economic growth. This makes project investment planning a more challenging task and the analysis framework seems to be contingent. Inflation contributes to investor risk in terms of value building, but its impact is surprisingly modest. Cost engineering error is not contributing to \( NPV\_PI \), i.e. project investors’ wealth increase. However, Tables 41–43 show that multicollinearity may be a problem here. All the included variables are significantly (\( p < 0.05 \)) correlated with each other and correlation coefficients are not too low. Tolerance values are not very high either, although still well exceed 0.1, the value that can be regarded a rule-of-thumb threshold. This means that individual variables’ contribution to \( NPV\_PI \) can be regarded somewhat reliable.

*Table 42. Multiple regression results summary for Eq.9-9.*

<table>
<thead>
<tr>
<th>Variable included</th>
<th>Coefficient / intercept</th>
<th>Coefficient / intercept estimate</th>
<th>Standard error of estimate</th>
<th>t-values</th>
<th>p-level</th>
</tr>
</thead>
<tbody>
<tr>
<td>( VKT_{pa} )</td>
<td>a</td>
<td>-323.7</td>
<td>112.2</td>
<td>-2.884</td>
<td>0.008</td>
</tr>
<tr>
<td>( c_A )</td>
<td>b_2</td>
<td>200.2</td>
<td>42.56</td>
<td>4.704</td>
<td>0.000</td>
</tr>
<tr>
<td>( GDP_A )</td>
<td>b_4</td>
<td>13.56</td>
<td>6.577</td>
<td>2.061</td>
<td>0.049</td>
</tr>
<tr>
<td>( GDP_A )</td>
<td>b_3</td>
<td>-29.78</td>
<td>27.19</td>
<td>-1.095</td>
<td>0.283</td>
</tr>
</tbody>
</table>

\( n = 30; R^2 = 0.647; F(3, 26) = 15.87 > F_{0.01}(3, 26) = 4.76 \)

*Table 43. Variables’ correlation matrix (Eq.9-9).*

<table>
<thead>
<tr>
<th>Variables</th>
<th>( GDP_A )</th>
<th>( VKT_{pa} )</th>
<th>( c_A )</th>
<th>( \Delta C )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( GDP_A )</td>
<td>1.00</td>
<td>0.67</td>
<td>0.63</td>
<td>0.11</td>
</tr>
<tr>
<td>( VKT_{pa} )</td>
<td>1.00</td>
<td>0.49</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>( c_A )</td>
<td>1.00</td>
<td>-0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Delta C )</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Recalling the cash flow impacts of time delays (Chapter 6.3.3), the revenue loss per month was ranging from 7.5 million FIM to 22.4 million when the unit tolls ranged from 0.3 to 0.9 correspondingly. The impact of revenue loss on market value can be simply estimated as a percentage of the market value, because the early revenues that were lost have a direct impact on present value of cash inflows. With low leverage of 10% debt (which yields to maximum project company value) the impacts of one month delay on project values are approximately

\[
\text{for 0.7 FIM unit toll } \Rightarrow 17.4 \text{ mill. FIM} / 1077 \text{ mill. FIM} = 1.6\%
\]

\[
\text{for 0.9 FIM unit toll } \Rightarrow 22.4 \text{ mill. FIM} / 1551 \text{ mill. FIM} = 1.4\%.
\]

As the leverage increases the relative impact will increase. We can conclude that one month delay will decrease project value between 1%...2%. Hence, the delays of having the project in operation can be regarded a fairly significant determinant too. *Vice versa*, early opening will result in added project value.

### 10.8 The state’s economic positions

The state must compare two alternatives: 1) the state invests in constructing and maintaining the project; 2) the state concessions the project and pays shadow tolls for the project company. In both cases, it receives the socio-economic benefits generated by the project. Table 44 shows the rather simple comparison.

*Table 44. The state’s economic positions in conventional investment and in shadow toll cases.*

<table>
<thead>
<tr>
<th></th>
<th>Conventional state investment</th>
<th>Shadow toll project</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Costs</strong></td>
<td>Construction -C Ope</td>
<td>Shadow toll payments -Rev</td>
</tr>
<tr>
<td><strong>Benefits</strong></td>
<td>Socio-economic benefits +Ben</td>
<td>Socio-economic benefits +Ben</td>
</tr>
<tr>
<td></td>
<td>Tax revenues +Tax</td>
<td>Tax revenues +Tax</td>
</tr>
</tbody>
</table>
In conventional case, the state will construct the project and maintain it. Both are
done via competitive bidding. In shadow toll arrangement, the state concessions
the project and pays service (shadow toll) payments to the project company. It
also receives corporate taxes from the project company. There is a justified
question whether corporate taxes of the project company should be at all
included in this calculus, since also the contractors building and maintaining the
road in conventional case would equally pay corporate tax and in the above these
taxes are not taken into account. However, we will keep the corporate taxes paid
by the project company included as the analysis proceeds.

Now, in order for the shadow toll arrangement to be more beneficial to the state
than the conventional case the following condition must be met:

\[ \text{Rev} - \text{Tax} \leq C + \text{Ope} \quad \text{(Eq.9-10)} \]

If Tax is left out, the condition will be harder to fulfil, so including it will clearly
relax the condition.

If the state invests in and operates the road itself, it needs to take into account the
financing expenses as well as the expenses of construction and operation. In
1995 the Finnish Ministry of Transport and Communication used 5%
discounting rate (Ministry of Transport and Communications 1994) for physical
infrastructure investments and we can assume that this rate represents all the
risk-adjusted costs of capital for the state. The benefits produced by the new road
are greater the sooner the road is in service for road users, and therefore the
timing of the investment is affecting the state’s economic position. The benefit-
cost ratio of the investment is likewise critical. The better the ratio the sooner the
project should be invested in. In road projects, the benefits are almost directly a
result of the traffic volume. In the case project, the benefit of high traffic demand
is offset by higher shadow toll payments. In every agreed shadow toll road
project, the state’s willingness to pay for available infrastructure is measured.
‘Willingness’, however, can be different from project to project and depend on
multiple factors beyond the scope of this research.

If we assume that neither the state nor the private investors have possibilities for
extraordinary gains when it comes to construction and operating costs, one issue
for the state is the timing of the investment and whether it can gain by speeding
up highly beneficial investments. The state also assumes a longer investment horizon than private investors. Typical period for which the investments in physical transport infrastructure are analysed is 20 years, but since the benefits accrue similarly even after possible concession periods the comparative analysis should be done for the concession period only.

We assume that the state is willing to invest in the construction $C = 570 \text{ MFIM}$ and bear the expenses of operating ($Ope$) as long as the benefit cost ratio exceeds one and the benefits ($Ben$) include the standard socio-economic project evaluation items:

- time savings of travellers and freight transport
- vehicle cost savings (less wear and tear, less fuel consumption)
- accident cost savings
- other externalities that are evaluated along the project, such as noise and pollution.

The state is assumed to receive $Ben$ on behalf of road users, who ultimately receive it. The project’s benefit cost ratio, as it would typically be appraised in conventional case, is written as

$$B/C = \frac{Ben}{C + Ope} \quad (\text{Eq.9-11})$$

The shadow toll arrangements require that the state looks at the socio-economic benefits ($Ben$) as well as the tax revenues ($Tax$) provided by the project company and the shadow toll it must pay ($Rev$). Construction and operating expenses are not part of state’s cash flows any more. Then the ratio

$$\frac{(Ben + Tax)}{Rev} = \frac{BS}{CS} \quad (\text{Eq.9-12})$$

shows the benefit cost ratio for the state in shadow toll arrangement.

Using the expected values for construction expenses, operating expenses and vehicle kilometres of travel, and further assuming a $1000 \text{ MFIM}$ capital input and debt ratio of $20\%$ (for corporate tax calculation, i.e. $Tax$) we can estimate
how $B_S/C_S$ behaves when the projects benefit cost ratio changes, i.e. $Ben$ varies. The viewpoint is from the situation when the state considers different projects and how to implement them and compares different financing and operating options. Figure 36 shows how $B_S/C_S$ behave under these assumptions with different unit tolls paid by the state and different initial project benefit cost ratios ($B/C$).

**Figure 36. State’s total benefits and costs in shadow toll arrangement when project’s benefit cost ratio varies.**

In the light of the case project, Figure 36 results in a straightforward conclusion: only projects with very high socio-economic benefit cost ratio produce net benefits for the state in shadow toll framework and even then this framework has to be combined with low shadow toll payments. The lowest unit toll of 0.3 FIM produces $B_S/C_S$ ratios exceeding one. The second lowest analysed unit toll results in positive net outcome for the state if the project’s $B/C$ exceeds two. This result clearly points out the problematic interest conflict between the state as ultimate customer for the project and project investors seeking return on their investment.

38 1000 MFIM input is regarded here as reasonably close to 1065 minimum capital requirement and 20% debt ratio reasonably close to optimal capital structure which varied between 0%...10% depending on negotiated unit toll (see Chapter 9.6).
The previous analysis assumed constant debt ratio for the project. Holding all the other assumptions, but changing the capital structure and using the unit toll = 0.7 FIM we can assess how sensitive the $B_S/C_S$ ratio is for different financing mixes of debt and equity (Figure 37). The capital structure affects the tax revenues received by the state: the higher the leverage the less the corporate taxes paid by the project company.

![Figure 37. The sensitiveness of state’s economic position to project company capital structure.](image)

Again, the conclusion is obvious: changes in the capital structure of the project company bear little meaning to the state. Changing any of the assumptions does not change this conclusion. Assuming different $B/C$ ratios do not change the insensitiveness, though it may change other state’s decisions such as preferring high equity input as suggested by many studies. It seems that equity input as such should be rather irrelevant for the state from a purely financial and economic point of view. However, the psychological stature of equity commitment remains, although the economic relevance varies from case to case and depends on contractual structures between the state and project company or project company investors.
PART V: SUMMARY OF RESULTS AND EVALUATION

In this section, the results are summarized. First, the investors’ risks are ranked based on the full project model and simulation followed by risk mitigation strategies recommended to investors. The shadow toll arrangement is evaluated from multiple angles – what type of projects and what type of investors seem to be appropriate for shadow toll projects. Also some policy recommendations are provided. The evaluation is based on model and simulation results, but the results are reflected to some recorded experiences from similar financing arrangements and projects.

Methodological issues, mainly related to the application of CAPM are discussed after modeling and simulation results.

Recent empirical data on the case project is reviewed and reflected to model results. Main emphasis is on the project company information (financial statements) because that is available from public records. The concession contract terms remain confidential but on the other hand, the actual contract was not the focus of the research per se. The model seems to work and perform satisfactorily.

Finally, the overall results are summarized, concluded and visualized. All the research questions are answered one by one and the constructed model is evaluated as a whole. Also the overall methodological approach is being evaluated – how and in what conditions can the approach be applied. Further research needs are issued at the end.
11. Risk profile of the case project

11.1 Investor risks

We found out that the project company’s beta is close to zero, although in calculations we assumed 0.2 beta. Close-to-zero result is in accordance to previous published case project calculations (Leviäkangas 1998) and somewhat similar to those of Khan and Fiorino (1992) although their projects were very different in magnitude and scope. However, the common factor is the low volatility of cash flows which in the end dictate the beta estimates in non-publicly-quoted cases. Whatever the methods of beta estimations are the evident result is that risk-adjusted cost of capital in equity financed projects seems to draw near the risk-free rates, or possibly even be slightly counter-cyclical. Corporate finance theory identifies countercyclical betas, so this finding is nothing new. Low-risk and low-beta projects are interesting to those financiers who seek long-term, low-risk investments and have the capacity to allocate large amounts of capital at one time.

On the other hand, the risk of insolvency seems particularly high for the case project and the working capital requirements are substantial compared e.g. to estimated construction cost. The case project’s requirement of working capital when the investors try to ensure 90% success against insolvency in all situations during the concession increases the capital requirement to almost double that of construction cost. This will be reflected to cost of capital if investors are aware of this. The most critical factors resulting insolvency are

- the capital structure (the more debt, the higher risk for insolvency situations)
- inflation yielding to higher construction and operating costs
- higher than expected rates on debt contracts if fluctuating rates are employed
- higher than expected operating costs, i.e. maintenance of the road
- lower than expected traffic volume.

The debt capacity of the project company when assuming the lowest analysed unit toll of 0.3 FIM per vehicle kilometre of travel was found to be 57%. It is obvious that once the unit toll is increased the debt capacity is raised as well. However, it will not significantly change the optimal capital structure of the
project. The liquidity is improved and thus the risk of insolvency reduced in pace of higher tolls.

The market value of the case project is very much dependent on the negotiated unit toll. The first insights of reasonable unit toll were completely underestimated. This is probably because of number of reasons. First, the total risk profile and different risk elements were not fully known by negotiating parties. This leads to negotiating on risk factors of less significance (e.g. price of salt and its impact on winter maintenance or the price of bitumen affecting repaving costs). Secondly, the first estimates were probably considering the construction costs without taking into account the full capital requirements so that the project would stay solvent for the whole period. As the negotiations proceeded the working capital requirements were relaxed so that some lump sums (the amounts not known by the author) were paid to cover part of the immediate construction cost. Thus, a significant risk was covered by the state on behalf of the investors.

Investors’ added wealth in the case project under the assumptions of fixed capital input (1000 FIM), relatively high debt ratio (50%) and relatively high unit toll (0.9 FIM) was determined by project-specific traffic growth and inflation scenarios. In this case, however, the multicollinearity makes the precise specified contribution indistinguishable. General traffic growth certainly contributes to any project’s traffic demand and likewise the driving factor behind general traffic demand is the economic growth, measured in this research by gross domestic product. However, it seems that these general trends are outweighed by project-specific factors, such as the regional development and land use planning along the project’s geographical scope. This makes project evaluation a much more demanding task for private promoters as they have to perform a more detailed analysis – macro level analysis will be too proximal and will not contribute to detailed project risk analysis. Macro analysis should be used only as first check-point in the \textit{ex ante} evaluation process.

The elementary analysis of time delays prohibiting the case project to earn cash flow was showing that each delayed month resulted in roughly 1%...2% decline in the market value of the case project. It is therefore evident that each month and week counts for investors and that the risk of delay has serious impacts. On the other hand, there is also the possibility to gain when opening early, as it was
done in the case project. In fact, the project opened ten months ahead of planned schedule, resulting in something like 10% increase of market value for the investors.

Defective cost estimates of construction did not contribute to any of the investor risks. The errors of cost estimates have to be more serious than the empirically estimated ±10% range of error in order to be a significant contributor to insolvency risk or investors’ wealth. However, if we again look at the impact of maximum cost engineering error on market value of the project – between roughly 1000 million and 2000 million FIM when unit toll varies between 0.7 and 1.1 FIM – we can estimate that in the worse case the impact of cost engineering error can be approximately 5% of the market value of the project. This result follows from the fact that 10% × 570 MFIM = 57 MFIM which in turn is 5.7% of 1000 MFIM. But then this risk factor was suppressed by other factors in statistical analysis of simulation results.

Corporate tax changes are the first likely government policy change that affects the project company. During the concession (and during this study), the corporate tax rate was raised from 28% to 29%. This raise is directly eating up the after-tax profits of the project company. 1%-unit marginal change in taxation results in 1%-unit marginal change in the free cash flow of the project company ceteris paribus and thus 1%-unit change in the investors’ wealth. Other relevant government policy changes are hard to imagine taking place in Finland. In other countries where policy changes can be drastic (e.g. socialisation of assets) due to unstable political circumstances, these changes can be most significant, of course, but in such circumstances knowledgeable investors will factor these risks in the concession contract.

It must be underlined, that there should be a distinction between the determinants of risk or value and those parameters which may have an impact on risk and value. Time delays, construction estimate errors and government policy changes fall to the latter category. They are risk factors to be acknowledged but that do not necessarily dictate the final economic outcomes.

Returning to the risk structure model derived earlier (Figure 8), we can now assess the project risk structure and risk management priorities. The first priority risk management task is to choose a sound capital structure for the project
company. The presumption of high level of debt is not encouraged by the simulation results. The second task is to make sure that project-specific demand estimates and operating cost estimates are on a sound basis. Economy-wide risks need to be identified, but their management is far more complicated. Their identification, however, is probably easier than identification of project-specific risks. The interest rates, including both fluctuating interest on debt and inflation are of high priority because of their direct impact on operating costs and construction cost. Technical risks can be considered non-critical but maintaining some reservations about this conclusion is necessary. In the case analysis no technical risks were realized and thus the importance of these risks is not adequately assessed in this research. The one technical risk identified was the time delays resulting in losses in revenues. Currency rate and force majeure risks were not analysed. Rather surprisingly, the construction cost, especially when it comes to random variation of estimated costs due to ground conditions, weather or commodity prices for example is only of moderate priority.

Risk structure of the case project is also demonstrated in Table 45. It shows that in the time scale the significant risks in the short term which contribute to insolvency risk, namely capital structure and high inflation. In the longer term, the risk is mainly related to project value and investors’ wealth in general. The relevant risk factors are the volume of traffic and inflation.

The project-specificity of relevant risks makes the whole risk management task more demanding and emphasizes the importance of experience from similar projects. The most sophisticated quantitative analysis can be misleading if the analysis focuses on the wrong issues. For instance, it could be easy to foresee that many analysts look very much on GDP forecasts of a particular country when assessing the demand risk but fail to go deep into the project-specific issues because of lack of time, accessible sources of information, experience or for some other reasons.

If we look at the risk typology of Griffith-Jones (1993, p. 22) we can identify some of the risks on the basis of our analyses (Table 46).
Table 45. The medium term risks of insolvency and long term risks of low project value.

<table>
<thead>
<tr>
<th>Risk factor</th>
<th>Risk of insolvency (medium term)</th>
<th>Risk of low project value (long term)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Contribution to regression $\Delta R^2$</td>
<td>Certainty; p-level</td>
</tr>
<tr>
<td>Capital structure (high debt)</td>
<td>0.501</td>
<td>0.000</td>
</tr>
<tr>
<td>High inflation</td>
<td>0.096</td>
<td>0.032</td>
</tr>
<tr>
<td>Low traffic volume</td>
<td>0.028</td>
<td>0.208</td>
</tr>
<tr>
<td>High interest rate</td>
<td>0.037</td>
<td>0.147</td>
</tr>
<tr>
<td>High operating cost</td>
<td>0.043</td>
<td>0.147</td>
</tr>
<tr>
<td>Low economic growth</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 46. Typical risks for transport infrastructure projects and “risk impact” on the case project.

<table>
<thead>
<tr>
<th>Project Phase</th>
<th>Risks</th>
<th>Risk analysed or identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Promotion and Preparation</td>
<td>Failure of feasibility study</td>
<td>Not analysed</td>
</tr>
<tr>
<td></td>
<td>Unsuccessful bid</td>
<td>Not analysed</td>
</tr>
<tr>
<td></td>
<td>Planning/environmental consents delayed or not obtained; other legislative difficulties</td>
<td>The effect of tax changes was assessed; 1%-unit change in taxation results in 1%-unit change in free cash flow</td>
</tr>
<tr>
<td>Construction</td>
<td>Delays and cost overruns attributable to contractors; technical non- or underperformance</td>
<td>Not analysed; only defective cost engineering was addressed</td>
</tr>
<tr>
<td></td>
<td>Delays due to force majeure</td>
<td>Not analysed</td>
</tr>
<tr>
<td></td>
<td>“Policy” risks; e.g. non-completion of associated infrastructure, changed environmental regulations, transport policy development</td>
<td>Not analysed</td>
</tr>
<tr>
<td></td>
<td>Inflation / Currency risk / Interest rates</td>
<td>Interest rate and inflation risk proved to be clearly contributing to project risk</td>
</tr>
<tr>
<td>Operating</td>
<td>Technical difficulties</td>
<td>Not analysed</td>
</tr>
<tr>
<td></td>
<td>Revenue shortfalls and excess costs for commercial reasons (low levels of traffic, changes in input prices, etc.)</td>
<td>Most critical risk in the case project</td>
</tr>
<tr>
<td></td>
<td>Revenue shortfalls or cost overruns due to “policy” changes (competing infrastructure, environmental regulations, etc.)</td>
<td>Not analysed</td>
</tr>
</tbody>
</table>
11.2 Risk mitigation strategies and tactics for project investors

Numerous risk mitigation strategies are available for project investors, depending on the nature of the project, nature of risk and investors’ risk bearing capacity. Only risks of identified high or moderate priority are included in the below discussion.

Capital structure (high-debt risk)

Debt is excessive in the case project if it exceeds 57% of the total capital invested (given the assumed unit toll). The risk lies in the potential insolvency the project company may face and acknowledging this risk immediately affects on project value and investors’ wealth. The equity investors can enjoy the tax benefits of higher leverage simply by making necessary overdraft arrangements with capital providers. Slight overdrafts or shortages of working capital are not necessarily serious when looking at the whole life span of the concession. However, this strategy is not meaningful in the case project as the shareholder value is maximized with lower debt ratios. Hence, the strategy lies in the investment decision: whether to invest equity a significant amount or not. Raising debt that position equity investors worse off, makes little sense unless there are other strategic reasons to do so. This question is dealt with in more detail in Chapter 15.

Debt finance repayment should be back-end-loaded for these types of projects. The “valley of death” in cash flows in the early phases of the project when working capital requirements are high, can be partly avoided when back-end-loaded debt repayment is adopted in debt contracts. In fact, as was demonstrated in insolvency analysis the risk of insolvency is in the early cash flow curve, not in the long-term. The project company may easily be insolvent even if the final outcome of the project is positive for the investors.

Demand risk

Investors cannot easily hedge themselves against demand risk. The critical point of demand risk management is the bidding and contract negotiating point since the agreed terms, such as in the case project the unit toll, can be critical with
regard to the adequacy of cash flows of the project company. Typical demand risk mitigation is to have minimum cash flow ensuring contract clauses which mean that the payer (i.e. the state) is assuming a part of the demand risk.

**Operating cost**

Operating costs are partly external-to-the-project risk parameters, mainly caused by inflation, and partly due to other variations of operating costs. However, this division to internal and external is somewhat artificial because often they cannot be distinguished.

The project company can hedge itself against operating cost risk by employing subcontractors with long-term contracts. Actually both sides, the project company and the subcontractors, could gain when the maintenance contracts would be long-term, but both would have options to withdraw from the contract by compensating the withdrawal with a reasonable withdrawal sanction or fee. In other words, there should be a right price for the option to withdraw or renegotiate the long-term maintenance contracts.

If project company, as usually is the case when projects are of substantial size, has negotiation power exceeding that of subcontractors it is in good position to set the framework for subcontracts and transfer the operating cost risk to subcontractors.

**Interest rates, inflation**

Inflation and interest rates affect both project company solvency and investors’ value added. Higher than expected inflation usually means also higher traffic growth (and *vice versa*) and thus dampens the net cash flow effects. Using inflation protective clauses in concession contract will reduce the risk for project investors but it is unlikely that the state would be willing to assume the risks. The whole idea of risk transfer to the project company and to private investors would then be diluted.
**Construction cost**

Construction cost risk is from the project investors’ view a mere expense item risk, partly affected by inflation and partly by imprecise cost engineering. The normal procedures of ensuring appropriate cost engineering are practically the only way to protect against construction cost risk.

By exploiting subcontractors in construction the investors could cover most risks of mispredicting construction costs and transfer the risks to subcontractors.

**Time delays**

This risk also has the gain opportunity side if the toll road is opened sooner than planned. Normal insurance practices against risks resulting in time delays should form the core of risk management in this issue. The case project was opened ten months ahead of schedule, meaning a significant project value gain for investors.

**Government policy**

The critical point when to hedge against government policy changes are the bidding and negotiating phases of the concession contract. This risk is highest in the developing countries and transition economy countries. In mature democracies this risk can be managed via contract clauses. Most international financing/insurance institutions also provide insurances against political risks.

**11.3 State’s risks**

The state’s main risks were not analysed in such detail as project company investors’ risks. However, we can conclude that the main risk is always in the strategic decision whether to deploy private finance and shadow tolling in the first place. Only projects that have the right characteristics are good for private finance. First, the project has to be commercially viable enough to lure investors. This means in practice that the concession has to be long enough so that time-wise fixed costs (initialisation, investments in fixed assets, etc.) can be recovered during the time of the concession. Secondly, the risks of the project must not be very high. High risk projects are followed by high return requirements by
investors and this can result in high payments for the state or for the users of the facility. The project must be socio-economically very profitable for the state. Otherwise it does not pay off for the state to pay investors the returns they require, which almost always are higher than socio-economic return requirements and higher than the state would have to pay if it raised debt from international capital markets. For mature democracies risk premiums are very low in the international capital markets (see e.g. Damodaran 2005a; 2005b).

A more principal question is how far in general the society’s investments should be financed by the state? The state is always the best financier with lowest risk premiums because most states are bigger than commercial companies. Commercial companies want their profits but on the other hand are innovative in their approaches and their activity is the backbone of the whole economy. To this dilemma, there is no explicit answer, but the choice is economical, ideological, political and even ethical. The transport sector may well be one of those areas of society where market principles simply apply better than in many other sectors (e.g. healthcare or education) and where the state’s role can be modest or even minimal. For some reason, a holistic view to private finance and the state’s role in different sectors is missing and the sectors of the society are managed individually. Indeed this statement indicates an evident need of further research.
12. Evaluation of shadow toll arrangements

12.1 What kind of projects?

This case analysis has implied that only in selected cases road infrastructure projects have the characteristics that justify private finance and shadow tolling. When free cash flows to investors are directly dependent on traffic flows, we can say that the volatility risk is very modest and this is reflected in the low beta value assessed for the case project. For the case project the risk seemed to lie rather in the cash flow curve (“valley of death”) than actual adequacy of cash flows, provided that unit tolls are set at the right level. The projects should also be highly profitable from socio-economic perspective. Transferring trivial or bad projects to be financed by the private sector does not make good business and does not create socio-economic value. Only high socio-economic returns can justify the pay of the higher price of private capital. It would be furthermore beneficial if the project were anticipated to have substantial external benefits, beyond those of standard socio-economic evaluation. These would be an additional argument to speed up investments and why private capital finance should be adopted in the first place. Our case analysis suggests that for similar projects the socio-economic benefit cost ratio threshold is roughly two. Then the project can be financed with private capital and yet reach socio-economically acceptable end result (state’s net total benefits positive). However, it was shown that this result required low shadow toll and which in turn resulted in inadequate return to private investors. Therefore, the likely threshold value for socio-economic benefit cost ratio is higher than two for similar projects with similar assumptions. The obvious bottom line is that socio-economic benefits have to be substantial to justify private finance. Just-above-threshold projects in socio-economic sense are not right for private finance. However, it is often so that these types of investments are suggested to private finance because they loose the competition in normal “state investment series” and the lobbyists are seeking all possibilities to see their project realized. Private finance is often such an argument to push forward poor projects.

The projects should also have a long life span. Once the project is transferred back to the state (if there is a transfer clause in the contract) the project continues
to generate socio-economic benefits after the transfer. If the project does not generate benefits after the transfer (e.g. a nuclear power plant that is demolished after its concession), there is one argument less for private finance. The project should have long-term impacts and it should have the qualities that allow long-term commitment of investors without too much time risk. Ultra-long concessions are in fact of little meaning because investors nevertheless are not expected to plan their return on investment in ultra-long term. The analysis of the case project revealed that the time span of 15 years is a somewhat minimum for projects of similar scale and nature.

The project should also be urgent and of strategic importance, because private finance can be used to speed up strategic investments. If the project can wait without substantial loss of welfare gains, it can be implemented later when normal budgets allow.

The project should be clearly defined and have clear-cut boundaries. If these conditions are not met, there are additional risk elements which affect investors’ risk assessment and evidently to the price of the concession contract. The project should also be thoroughly understood and well-trodden by the state negotiators. That is the only way the negotiators are able to present arguments in the state’s favour. The state negotiators’ task is more demanding than private investors’ negotiators because private investors’ view on the project is more straightforward whereas state negotiators have to balance between sound commercial viability and sound socio-economic viability.

Shah and Thakor (1987) developed a theory based on asymmetric information, meaning that there are informational imperfections in understanding financing decisions. According to their theory, this is the reason for high leverage in project financing. This case study’s conclusion shares this view. The state negotiators are probably not fully aware of the incentives of and methods used by private investors, e.g. concerning their risk-return trade-off principles. Also the traditional CAPM-based approach produced different result than what is observed empirically with regard to capital structure.
12.2 What type of investors?

In the light of this research and case analysis, the investors that are willing to commit themselves in similar projects under similar assumptions made in the case project have to be risk averse and they have to be satisfied with moderate returns on capital. They must also have to have long-term preferences rather than short-term and they must have low preferences for time value of money in order to be able to commit their funds to the project. Opportunistic investors are probably not interested in such projects and should not be favoured, for that matter, because trading of projects does not seem either reasonable or beneficial from the viewpoint of the state and society.

Such investors are likely to be “institutionalized” investors: trusted, well-established organisations that have motives to protect their image and reputation and are willing to commit themselves in low-risk, low-return and long-term investments. Yet these investors must have the capability to lay out significant amounts of capital. Large banks, insurance companies, pension funds and similar are the type of investors who fulfil the above criteria. In some cases one could imagine large corporations with interests in this particular field of activity to fulfil this role, but often these corporations are publicly quoted which means that the shareholders of the corporation probably have shorter investment horizon than the investment time horizon of the project.

Banks invest debt capital whereas insurance companies and pension funds, for example, can well assume the role of equity investor. The capital structure of the case project suggested low debt ratio so our main interest lies in finding suitable equity investors, the kinds identified. It is also worth noting that the typical project finance is characterized by a major proportion of equity provided by project manager or project sponsor that ties the management of the project to the finance (Brealey et al. 1996, p. 26). This requires that the principal contractors for construction and possibly operation are involved in equity provision. These are not, however, always able to raise the capital volumes needed for the case type of projects. Therefore it seems that equity investor consortia, consisting of trusted institutional investors and project managers and operators, are always needed in order to ensure a good balance of commitment and financial resources.
An interesting topic in this respect is the question on road funds (or infrastructure funds if we want to expand the concept beyond road sector) and how they could be utilized in infrastructure capital financing. Road funds have been reported and described in numerous papers, e.g. by Potter (1997), a developing countries’ viewpoint has been highlighted by e.g. de Richecour and Heggie (1995). Potter states that developed countries have better possibilities to set up road funds because the institutional framework is more transparent and there is better visibility on and control over the operations of road fund. A road fund “architecture” is described by e.g. Leviäkangas and Talvitie (2004), who conclude that in Finland a road fund could well work and also provide an alternative to finance investments. A road fund would certainly ideally meet the criteria for trusted, long-term, risk-averse equity investor. If similar investments to the case project are to be carried out to larger extent, road fund ideas should be given more weight. Such a road fund could also take a network system view to numerous projects, and not be constricted with single-project or single road section view, as it is with the case project. The idea of commercialising the whole network, including different options how to do it, has been preliminarily evaluated by the Ministry of Transport and Communications (2006).

12.3 About contract arrangements

In the real concession contract the contractor was paid lump sum payments in order to avoid the “valley of death” during the period of construction and when toll revenues were not flowing in yet. One can question the logic of this approach. If lump sums are paid for the project company, the idea of employing private capital to boost public investment program realisation is partly abandoned. Also paying lump sums, if they mount to significant volumes compared to the early phase working capital needs, resembles the idea of simply having a long-term maintenance service contract (operating contract). The end result is more or less the same. At least, lump sums should yield to significant reductions on risk-adjusted cost of capital required by investors: insolvency risk is reduced, capital volume provided by investors is lowered and thus the magnitude risk is reduced. The total cash flow profile of the project company is changed radically to a more favourable direction. The question for the state is whether these rather radical impacts on cash flows are reflected to state’s payments.
The term of the concession contract seems sound from several perspectives. First, the investors with the relatively high discounting rates are not interested in far-in-the-future cash flows, the present value of which is low. The estimated weighed average cost of capital of the case project ranged between 6% and 15% depending on the assumptions on unit tolls and capital structure. The discounting factors after 20 years would then range between 0.312 and 0.061. The state, using a discounting rate of 5% for its infrastructure investments, would find longer periods of investment horizon more interesting because as a standard policy the state is interested in benefits even after 20 years from the initial investment. On the other hand, ultra-long concessions do not seem appropriate either. First, the private investors are not willing to commit themselves for very long periods because of their horizon depends on cost of capital and also because they most probably want to guarantee some flexibility as far as their commitments are concerned. The theory of real options could be utilized to seek optimum concession periods for different type of projects. The value of flexibility in infrastructure investment decisions can be found e.g. in Zhao and Tseng (2003) and Leviäkangas and Lähesmaa (2002).

Both parties, the state and the private investors, should find satisfactory solutions to ensure adequate working capital reserves. As long as this need is identified and it is understood by all parties that bridging the way over the “valley of death” might require additional capital needs, the project can be viable for private investors. If the state is willing to cover the deepest dives of negative cash flow e.g. by paying lump sums to project company, we must return to the question on whether we are talking of real private finance or merely long-term operating contracts.

The state should require that the case project as well as similar projects are significantly equity financed. In order to keep the cost of capital at a reasonable level, the state should pay careful attention to the bidding consortium and what type of investors it represents. Tiong’s (1995b) hypothesis that high equity is necessary to win concession is partly supported by the conclusions of this research on the case project. Tiong and Yeo (1993) found in their study in Singapore that contractors and international bankers regarded project-financing arrangements as the number one critical success factor in winning overseas BOT contracts. This case study’s conclusions are implicitly very much in line with that result.
12.4 Policy recommendations

Summing up the above conclusions especially from the state’s point of view, certain implications for private finance policies can be identified. First, only strategic large-scale projects that generate extensive socio-economic benefits but which cannot be financed through normal budget lines may be considered. Large projects that do not have the socio-economic potential and thus lose the competition against more promising projects are not suitable for private finance because the state will ultimately pay more for the investment if it is carried out as a private finance project. Paying more for low-benefit projects makes little sense. If the cash flow to private investors comes mainly directly from end users of the project, i.e. from the market, the whole decision logic changes and the question may be that how much the state should subsidize the project when thinking of socio-economic returns generated by it. It can be simplified from policy-making viewpoint that only the best projects with highest benefits should be considered as privately financed. This research supports the conclusions of Shaoul et al. (2004) – private finance is expensive and the state should pay high prices only for best products and services, i.e. best projects. Also Kain’s (2002) similar conclusions are supported.

Enough risk transfer to private investors should be ensured so that the idea of private finance becomes evident. The early stages of the concession period are especially crucial. Unless risk transfer is made from the state to private investors, the contract begins to resemble long-term maintenance or operating contract rather than BOT or DBFO. The private investors should be made accountable for demand risk, capital structure, and construction cost risk. This means that lump sum subsidies or pre-payments are not recommendable at the beginning of the concession period unless the investors are willing to significantly lower their requirements for return on their capital. And if the latter should take place, we are again moving towards operating and maintenance contracts blurring the original idea.

Partial outsourcing of infrastructure, for this is certainly one interpretation of BOT-type contracts, can be justified in situations where true risk transfer is made and efficiency gains are visible for the state and profits for the investors. It is advisable that the state uses its negotiation power to ensure that tax payers’ benefits are truly taken care of. This means that the given framework of private
finance and preconditions must come from the state. The state must avoid situations that are very project-contingent because then the preparation, negotiation, and transactions take too much effort because everything is tailor-made for each project. A clear set of rules and policies must exist – a set that is visible from the above text. To make it explicit, a suggestion for a set of rules could be as follows, for example:

− Only project with high socio-economic benefit cost ratio of (e.g. more than 2) should be considered.

− The project should be considered only if the financing is not possible through state budget.

− Major risks for construction and operating phase should be transferred to the project company investors.

− The investors should be known as reliable, long-term investors, such as banks, major companies, pension funds and such; these investors must put a significant amount of equity in the project company directly accountable for the economic performance of the project – the equity risk must be genuine.

− Only significant risk factors should be subject to contract negotiations; small risks such as input commodity prices or labour costs should not be part of those negotiations.

− Government policy changes that affect exclusively the project should be compensated by the state to investors.

− Policy changes that affect all similar investments and investors should not be compensated; for example, the changes in corporate tax rate fall into this category.

− If similar project financing arrangements are in the vicinity, the state should consider “outsourcing” the whole financing process to a Road Fund the goal of which is to provide reasonable return on capital but which operates within state regulated framework for the public good; this would transfer a part of the capital circulation outside the state budget process.

Pajakkala and Nippala (2005) formulated an expert assessment for the Ministry of Transport and Communications of Finland on the benefits of long-term financing (financing decisions that extend over the whole project construction
period) of major road projects as opposed to normal annual budget procedure. They estimated that the benefits for individual projects could well even be 20% of the contract value. This was due to efficiencies that were made available for contractors who could plan the whole project as they found most economic. It is easy to foresee such benefits. However, deploying private capital for finance could eat up these benefits very fast, if we take the narrow viewpoint of the state treasurer. It would be worth consideration however, whether private finance could generate such benefits on a wider scale and thus also justify returns to investors that are well above the returns required by the state.

The first recorded experiences from DBFO projects from the UK were not flattering for private finance (Shaoul et al. 2004). This research supports the UK findings. The state (or any other public body) should be very selective what projects to finance with the aid of private capital. The required return by project investors will not match easily with public projects, even if the return is set at moderate level.
13. Discussion on methodological issues

13.1 About the use of CAPM

The use of CAPM in this research and case analysis proved to be problematic. The difficulties were mainly caused by the lack of empirical data on similar projects, i.e. observations. Therefore, the observations had to be simulated which was done by deploying a set of standard (mostly linear) regression models and allowing the regression variables vary randomly after their empirical distributions. The random variations resulted in different artificially generated observations.

CAPM is designed for another type of framework, but the project risk was ultimately estimated. The beta estimates for the case project were derived from previous studies (Leviäkangas 1998). In the case project, the systematic risk\textsuperscript{39} was estimated to be very low. Commodities are sometimes reported to be even negatively correlated with stock market, for example by Bodie and Rosansky (1980), who studied commodity future markets, and it seems that traffic volumes are one such “commodity”\textsuperscript{40}. The unsystematic risk, that includes all other risk elements, however, seemed to be high, but unexplainable by CAPM. The risks of the case project were mainly a resultant from working capital adequacy and solvency, not from the long-term profitability as such.

CAPM was applied as a single-period model, which seemed a sound way of application. Multi-period models (see e.g. Bogue & Roll 1974, p. 608) would have been possible but would have required an entirely different set of mathematical tools and thus the application of multi-period CAPM was left outside the scope of this research.

The cost of capital estimation also turned out to be problematic. Two alternative sets of cost of capital were derived which were named as fundamentalist and standard approaches. Fundamentalist CAPM definitions of required returns on

\textsuperscript{39} Systematic risk covariates with the economy. Respectively, unsystematic risk is independent of the economy (see e.g. Copeland & Weston 1988, pp. 198–199).

\textsuperscript{40} The “commodity” definition for transport was suggested already by Mohring (1965) and this was shortly discussed in Chapter 7.2.
debt and equity were calculable but did not provide sound results. Therefore, standard cost of capital estimates were derived that better reflected the recent history of interest rates. Using Damodaran’s method of interest rate coverage ratios (Damodaran 2005b) and more recent information on Finnish data provided by the Bank of Finland and Kallunki et al. (2001) alternative cost of capital estimates were calculated. These estimates were more logical and not distorted so much by historical data from another type of economic framework. Analytical, fundamentalist CAPM definitions based on historical observations for 1981–1995 were rejected. The process also showed how vulnerable even empirical estimates can be after 5–10 years.

13.2 Project valuation

The standard project valuation method based on discounted cash flows and risk-adjusted discounting rate was used in this research. This proved to be functional.

From the socio-economic standpoint, the standard approaches used by road authorities are adequate but do not contribute to financing problems, e.g. whether to deploy private finance in the project or not. This research contributes to this question and provides argumentation tools for the state negotiators and authorities. The recommendations concerning private finance and decision making rules can be applied directly as such. But clearly the development of project evaluation practices is a never-ending story. For example, the shortcomings of standard socio-economic project evaluation have been identified in the framework of intelligent transport systems (ITS) (Leviäkangas & Lähesmaa 2002) as well as in normal infrastructure investment decisions (Zhao & Tseng 2003).

Financing should be included as one element in the socio-economic project evaluation framework. It would be an additional criterion to assess the project’s potential in the wealth and well-being enhancement of the society. Socio-economically profitable projects, which cannot be financed through normal state budget but are nevertheless seen necessary and some alternative finance methods are available, should be considered and include the finance criterion as one evaluation basis. However, this should be done only in cases where better
projects are not delayed because of these alternative financing arrangements. As long as this condition is met, the society’s well-being is enhanced.

13.3 On project model and its validity

In this research, a single project was modelled based on national and regional empirical data. In order to be able to carry out this type of task, it is suggested that the model has to be modular. In this research the modules were 1) Risk structure model, 2) Project framework model and 3) Project model.

Risk structure model identified macro level risk factors, such as inflation and economic growth which impact project’s economic viability and conceptually tied these factors to individual project and its key economic determinants. This was shown in Figure 7. Next, the project framework model defined the relationships between macro level and project level risk factors, because these factors are always inter-related and not independent from each other. These relations are relevant and especially in cases when macro level data has to be used in assessing the project’s risk ex ante. A full project model was created when project cash flows are derived from macro level factors. To assess the cash flow risks and thus value risk for investors, full project model has to include tools to create credible scenarios for economic development, i.e. macro level factors and define from thereon the probable volatility of future cash flows.

The models defined in this study are not highly sophisticated in all respects, but the added value comes from the holistic approach, not making the mistake of isolating models from each other but rather making the interaction, dynamics to take place. The modular structure also enables to update, replace or modify single modules so that for example only economic scenarios are calculated differently but maintaining the other parts of the project model. Likewise it is possible to use the risk structure model and economic growth scenario model to develop other type of project models, perhaps just making the cash flow logic work differently. Such a case could e.g. be modelling a conventional toll road adding only the effect of toll payments to traffic demand.

In Appendix C, the validity of the project model is briefly visualized. The Appendix shows how the full project model is able to forecast each critical
variable (annual economic growth, annual national traffic growth, annual interest on risky debt, inflation and annual project traffic demand growth) based on observed data. It is clearly visible that the model works reasonably well for all the other variables except for interest rate for risky debt. Finland’s joining the European Monetary Union in 2002 changed the economic environment. This change started even earlier, as Finnish markka was tied to euro with fixed rate at the beginning of 1999. Obviously, the actual change of economic environment started some years earlier when Union member states started their co-operation concerning monetary and economic policies. This change is visible from the interest rate time series. For other economic variables, the project model works surprisingly well.

The model’s ability to describe the project company performance is evaluated in Chapter 14.2 and the model performance is relatively good.

To sum, the approach creating models in modular pieces proved rather successful and allows further model development. This research also showed that macro level data can be used to construct robust project models. However, the more aggregate level data is used, the more uncertainty is added to model components, but this can also be a positive thing thinking of the preferences of risk-averse investors.
14. Recent empirical data

14.1 Project company data

Project Company Nelostie Ltd. was founded and registered by the Finnish National Board of Patents and Registration in August 1996. Starting from 1997 Nelostie Ltd. has announced annual financial statements to the Board\textsuperscript{41}. The statements have not been made public even though in principle they are accessible through the registers of the Board.

The active phase of Nelostie Ltd. started in May 1997 when Finnish Road Administration transferred semi-motorway section to Nelostie. The up-grade works started practically immediately. Project company equity investors were the following: Hyder Investments B.V. (41%), Skanska BOT Projects AB (23%), Skanska Ltd. (18%) and PCA Capital Associates Ltd. (18%). At the beginning, the amount of equity invested in Nelostie Oy was only 50 000 FIM. Nelostie Ltd. had commitments from equity investors for further equity finance. (Nelostie Ltd. 1999, p. 1.)

The brief history of the company indicates fast-track construction and some changes in the ownership. The first section of the up-graded motorway was opened for traffic already in November 1998, ten months ahead of the schedule. The second section was opened in September 1999, from which point the Road Administration was obliged to pay the shadow tolls for the project company, but these tolls were based on forecast estimates, not on real observed traffic volumes (Nelostie Ltd. 2000, p. 1). In August 2000, the real shadow toll payments started and have been streaming to project company ever since. In 2001, the equity ownerships were changed so that Hyder Investments B.V. sold its share to Laing Investments Ltd.\textsuperscript{42}. The traffic volumes had followed the forecasts made in the planning stage (Nelostie Ltd. 2002, p. 1). Skanska Ltd. sold its share of the project company to Skanska BOT Projects AB in 2003. The traffic volumes had by then somewhat exceeded the forecasts (Nelostie Ltd. 2004, p. 1).


\textsuperscript{42} Laing Investments Ltd has also been active in the UK in DBFO projects as an investor (Shaoul et al. 2004).
14.2 Model diagnostics – comparison between actual data and simulation results

Since the project company official financial statements are available, we can see how our theoretical project model performed. The model was based on observed and known data before the establishment of Nelostie Ltd. as well as on planning phase data concerning construction costs, feasible range of shadow toll payments, expected operating costs, traffic volumes, etc. Basically, all data in the project model before 1997 was observed and from thereon expected and/or forecasted. The comparison between expected and observed cash flows is shown in Table 47. The table is based on 0.3 FIM unit toll and on the realized debt and equity finance \(E = 63\) million FIM, \(D = 521\) million FIM; debt ratio \(D/(E+D) = 0.89\). In other words, these observed amounts of debt and equity are put in the model and then the cash flows are estimated.

Also Figure 38 depicts the issue. In the table, rounding of decimals may cause one unit errors when adding the numbers.

Table 47. Estimated and observed nominal cash flows of Nelostie Ltd.; million FIM.

<table>
<thead>
<tr>
<th>Year</th>
<th>Net op. cash flow Rev−Ope</th>
<th>Construction expenses (C)</th>
<th>Taxes paid (Tax)</th>
<th>Free Cash Flow (FCF)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimated</td>
<td>Observed</td>
<td>Estimated</td>
<td>Observed</td>
</tr>
<tr>
<td>1997</td>
<td>-2</td>
<td>-4</td>
<td>-199</td>
<td>-155</td>
</tr>
<tr>
<td>1998</td>
<td>-4</td>
<td>3</td>
<td>-208</td>
<td>-202</td>
</tr>
<tr>
<td>1999</td>
<td>-4</td>
<td>38</td>
<td>-187</td>
<td>-201</td>
</tr>
<tr>
<td>2000</td>
<td>102</td>
<td>0</td>
<td>0</td>
<td>-2</td>
</tr>
<tr>
<td>2001</td>
<td>105</td>
<td>66</td>
<td>0</td>
<td>-16</td>
</tr>
<tr>
<td>2002</td>
<td>108</td>
<td>91</td>
<td>0</td>
<td>-13</td>
</tr>
<tr>
<td>2003</td>
<td>111</td>
<td>93</td>
<td>0</td>
<td>-3</td>
</tr>
<tr>
<td>Sum</td>
<td>416</td>
<td>287</td>
<td>-594</td>
<td>-592</td>
</tr>
</tbody>
</table>

The diagnostic checking of the model is possible when there are observed and simulated data pairs. Pindyck and Rubinfeld (1991, pp. 338–341) present several diagnostic tools for model evaluation. For this model, e.g. the simulated and observed free cash flows (7 observations) result in the following measures for model fit:
mean simulation error = \frac{1}{T} \sum_{t=1}^{T} (Y_i^s - Y_i^a) = 16.43

mean percent error = \frac{1}{T} \sum_{t=1}^{T} \frac{Y_i^s - Y_i^a}{Y_i^a} = -14.42

\begin{align*}
U &= \frac{\frac{1}{T} \sum_{t=1}^{T} (Y_i^s - Y_i^a)^2}{\sqrt{\frac{1}{T} \sum_{t=1}^{T} (Y_i^s)^2} + \sqrt{\frac{1}{T} \sum_{t=1}^{T} (Y_i^a)^2}} = 0.178
\end{align*}

where

\( Y_i^s = \) simulated (estimated) value of \( Y_i \)

\( Y_i^a = \) actual (observed) value of \( Y_i \)

\( T = \) number of periods in the simulation (here \( T = 7 \), from 1997 to 2003)

\( U \) is Theil's inequality coefficient that receives values between 0 and 1; a perfect fit is represented by value 0 and the poorer the model the closer \( U \) is to 1.

Figure 38. Estimated and observed nominal cash flows of the project company.
The only truly significant difference between estimated and observed free cash flows is from year 2000, when the model estimates 102 million FIM of free cash flow whereas the observed figure is 0. This difference mainly explains all the cumulative differences for 2000–2002 as well. One additional difference comes from the fact that the project model estimates did not take into account the balancing of taxes with early years’ considerable accounting losses.

Working capital requirements were also fulfilled in a different manner than what was originally assumed in the model. In the model we assumed that all the capital needed would be raised in the first year of the project company and debt repayment would have started then. As observed, the project company operated with minimum capital for the first years and the supplemented equity when additional financing was needed (Table 48). The major finance came from debt investors. It is no surprise that interest expenses were high during the course of the observation period.

<table>
<thead>
<tr>
<th>Year</th>
<th>Observed capital finance, million FIM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E$</td>
</tr>
<tr>
<td>1997</td>
<td>0</td>
</tr>
<tr>
<td>1998</td>
<td>2</td>
</tr>
<tr>
<td>1999</td>
<td>15</td>
</tr>
<tr>
<td>2000</td>
<td>43</td>
</tr>
<tr>
<td>2001</td>
<td>3</td>
</tr>
<tr>
<td>Sum</td>
<td>63</td>
</tr>
</tbody>
</table>

When looking at observed figures, we are able to assess some of the performance aspects of the project company on the basis of our model-driven estimates and assumptions. First, it seems that the shareholder value maximising principle has not been the driving force for the project company, but it may be that tax minimisation has been at least one of the important drivers. Also it seems that the unit toll used in the early stages of concession has been in the neighbourhood of 0.3 FIM per vehicle kilometre. This gives reason to expect that the NPV for the project will not be satisfactory unless the concession contract allows the increase of unit tolls or the traffic growth is considerably higher than anticipated. In project model estimates, the feasible unit toll seemed to be nearer to
1 FIM per vehicle kilometre. Of course, in theory the project company can also increase free cash flow if it reduces operating costs but it is unlikely that it will be able to extract large positive marginal cash flows that way. The index clause of compensating operating cost increase during the operating period will improve the project company’s actual economic performance.

The capital infusion to the project company has been kept to a minimum, thus relying very much on construction cost estimates, economy’s stable development and expected traffic growth. It seems that this strategy of the project investors has been successful so far. This gives possibilities for a reasonably successful end result. Next comes a crucial point for *ex ante* analysis of similar projects: preparing for the worst or ensuring high probability of success does not necessarily mean large capital reserves for project companies. In fact, it is not even recommendable from an investor strategy viewpoint. Keeping the capital to a minimum, but having necessary commitments “on paper” does not necessarily mean significant accounting impacts and certainly it does not mean cash outflows for the equity investing companies. This in turn means that managers of these investing companies are able to improve the performance of their investments in the project company in terms of return on invested capital.

The observed capital structure also implies that shareholder maximisation, as it is understood in corporate finance theory, has not been the driving force when deciding the capital structure. It was estimated that shareholder value and NPV maximising debt ratio would be around 10%, whereas Nelostie Ltd. carries 80% debt. It seems that as much as possible the risks of the investment in the project company have been shifted to debt investors, who seem to have been willing to accept this. One possible explanation for their behaviour is that debt investors have not had all the relevant information at their disposal. Should this be the case, the hypothesis of asymmetric information is confirmed. And there is one more possible explanation. It is the liquidity risk (see Chapter 15) that is serious for equity investors because of high debt, but debt investors are more concerned with value risk – is the project capable of generating the cash flows in the long term that enables debt repayment with interest? Hence, the risk profile is different for different investors and debt financiers might well be willing to accept liquidity problems in case they or the state is able to step in and keep the project company running provided that in the long term the project is going to be profitable (i.e. the value risk is low). In the end, the project has to be kept
running – the road cannot be closed because of project company’s or equity investors’ difficulties. The debt investors might have seen this fact and the state’s involvement as a good insurance against total project failure. But there is no explicit answer provided by this research which of the above explanations, if any of them, is the correct one or the most probable one. In any case, the corporate finance theory is giving answers that do not always correspond with observations.

Appendix C shows preliminary diagnostics how the Project Framework Model and Scenario Model, i.e. the economic variables affecting the project, is able to predict selected variables (economic growth, inflation, interest rates, national and project’s traffic demand). The overall conclusion is that except for interest rates, the models perform satisfactorily, if not well, based on visual verification. Furthermore, since the cost of capital estimates were driven by using Damodaran’s tables, there was no influence on results in value analysis. Interest rate variable \( (r_{H}) \) was used only as an instrumental variable in simulations\(^{43}\).

\(^{43}\) And it was needed for e.g. insolvency analysis and thus a necessary model variable.
15. Validation of the research and implications for further research

15.1 Summary of answers to the research questions

The first research question was stated as:

*RQ1: What kind of statements or presumptions rise from literature under the scope of this research? Are these statements and presumptions confirmed or contradicted by this Finnish case study?*

On the basis of case project analysis it is possible assess whether the hypothesized statements or presumptions – research question 1 – hold. First, it seems that the low debt level hypothesis set by Dias and Ioannou (1995) is confirmed by this research. It was concluded that the shadow toll road project company optimal capital structure carried no more than 10% debt. High debt ratios were not feasible, when the project was simulated.

The general perception that project finance is mainly relying on debt is confirmed if we look at the realized finance of the case project. On the other hand, the conclusions of this research based on project model simulation, do not support the mainly-debt presumption. So the result is controversial. It seems that other factors motivate debt finance than those presented in this research. One possible explanation is that debt investors do not see the risks as clearly as equity investors, who are more familiar with the substance, i.e. the circumstances of their particular line of business. Another alternative is that the debt investors do not pay high attention to liquidity problems in the shorter to medium term, but rather look at the long term capability of the project to generate value for them. The equity investors either see some benefits not identified in this study or do not see the risks as identified: the financial structure of the project company is far from being optimal in terms of shareholder value maximisation. It would be worth consideration to empirically test the theory of asymmetric information as stated by Shah and Thakor (1987). They built their theory to explain high leverage of project finance and why especially risky investments utilize project finance. Also the other abovementioned hypotheses could perhaps be tested, although the testing procedure or conditions could be complex if applicable at all.
Also the empirical experience from IMF projects’ finance, reported by Bond and Carter (1994) seems to support the hypothesis that debt financing dominates project finance and privately financed projects. Thus, the classical finance theory conflicts with alternative theories and empirical experience. The behaviour of Nelostie Ltd. implies that e.g. tax minimisation or sheltering from exposing large capital investment might have been the drivers of investor behaviour.

The general presumption that private finance enables welfare gains is not supported by this research. It seems that the state is paying an extra high price for the investment and not gaining very much because the other external benefits remain essentially the same, ceteris paribus. This is a serious counter-argument for more liberal infrastructure finance policies, especially including private capital finance, unless further evidence shows otherwise. However, this does not mean that liberal or innovative finance methods are to be rejected. It only means that the cost of private capital is probably too high to justify wide-spread finance of infrastructure projects. Private capital finance brings in more costs but not significant benefits which count for socio-economic valuation – after all, it is always the same project regardless of the finance method. In this conclusion such presumptions as enhanced innovation and competition are not taken into account, but on the other hand these presumptions are not particularly well witnessed empirically. One major benefit is witnessed on the basis of case project, though: the project was completed ten months ahead of planned schedule and the road was opened earlier for traffic. This means that the society gained from advanced benefits and this can be regarded as a clear positive signal for private finance.

The more precise subset of research questions are shown in Table 49 together with answers.
### Table 49. Statements and presumptions examined; RQ1.1–RQ1.5.

<table>
<thead>
<tr>
<th>Statements or presumptions hypothesized</th>
<th>Reference</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ1.1: Project company should have a low proportion of debt</td>
<td>Dias &amp; Ioannou 1995</td>
<td>Confirmed on the basis of project model and simulation, but contradicted on the basis of observed data on project company, Nelostie Ltd.</td>
</tr>
<tr>
<td>RQ1.2: Shadow toll arrangement is expensive for the state</td>
<td>Shaoul et al. 2004</td>
<td>Confirmed</td>
</tr>
<tr>
<td>RQ1.3: Efficiency gains of private finance have to be extensive to justify the financing method; contract techniques crucial for win-win situations</td>
<td>Kain 2002</td>
<td>Confirmed</td>
</tr>
<tr>
<td>RQ1.4: High-risk projects with large sunken costs are mainly debt financed; project finance is mainly relying on debt</td>
<td>Bond &amp; Carter 1994, Shah &amp; Thakor 1987</td>
<td>Confirmed on the basis of actual data on Nelostie Ltd. but contradicted on the basis of simulation results</td>
</tr>
<tr>
<td>RQ1.5: Private finance can enable welfare gains</td>
<td>Gomez-Ibanez et al. 1991</td>
<td>Possibly contradicted, certainly not confirmed</td>
</tr>
</tbody>
</table>

The second set of research question was as follows:

**RQ2**: **What kind of project model can be constructed for the analysis of privately financed infrastructure project?**

- RQ2.1: What sub-set of different models are needed for full project model elements, i.e. what is the model structure?
- RQ2.2: What are the identified economic or technical determinants for economically successful performance (and thus for risks) of private financed infrastructure project?
- RQ2.3: How can the risks be structured and what are their internal or causal relationships?
The primary result will be a model of the case project which then will be analysed using simulation to derive possible outcomes of the project and outcomes for project investors. This *project model* includes several elements or sub-models:

*Risk structure model* identifies relevant project-specific (or internal) risks and wider, external risks such as macro-economic risks. This model was derived from the literature and synthesising several research findings. The model is unique and not presented as such or in such format before. This model was shown in Figure 7.

Risk structure model must evidently be operationalized and risk relationships of observable and accessible risk parameters, because risks are not isolated from each other but in most cases associated with each other, they must be linked by logical relationships. Most often these links are dynamic (bi-directional), but for modeling purposes the causal order is not relevant. These parameters are also the basis of cash flows and thus affect the project’s economic outcomes; this sub-model was called the *project framework model* and was presented in Figure 20 and in equations Eq.7-6–Eq.7-9 thus taking a multi-equation form.

The *cash flow and valuation model* adopts the standard tools of corporate finance. This model looks equally at all stakeholders’ cash flows, not only the investors’. This model was depicted by equations Eq.4-6–Eq.4-16 complemented by cost of capital models Eq.4-17–Eq.4-19.

For investigation of different possible states-of-the world, a scenario producing model was constructed. The *economic growth time series model* generated different states-of-the-world (or rather states-of-the-project) and used the risk parameters’ relationships to derive cash flows leading to different possible economic outcomes of the project.

Finally, the full *project model* includes cash flows of the project in addition to the abovementioned sub-models using Eq.8-2–Eq.8-5.

As an answer to RQ2.1 it is possible to illustrate the model structure as a whole, as shown in Figure 39. The model hierarchy shows how different modelling
levels are needed in order to construct a sound project model and how the models must be operationalized from conceptual levels to quantitative models. However, one of the key conclusions of this research is that going straight to the quantitative level does not produce a logical whole. Without the conceptual level the model would most likely miss e.g. the relationships between risk and value determinants of the project. The result would be isolated analyses of particular viewpoints missing the systems view.

RQ2.2 stated the research question on the determinants of the economic performance of the project. We have to separate here the different views of the state and the investors as well as different time horizons where risks profile changes. For investors, the risk chart shown in Figure 40 illustrates what risks are deemed critical and which risks are highly associated with each other.
Capital structure forms the main risk for liquidity of the project company and further to equity investors. If the project company goes insolvent, the debt financiers or the state might step in and take over the project and concession – and finally the equity investors could lose their capital investment in the project company. Capital structure risk is naturally the consequence of high interest rates against which the concessionaire has hedged his/her investment. But notwithstanding, the risk is there regardless of the hedging scheme. In fact, explanatory power of capital structure (high debt) risk was about 50% (0.501) in simulated insolvency situations.

Low traffic was forming the main long-term risk (value risk) with explanatory power of 0.589 in simulated NPV_PI (net present value of project investors’ investment) outcomes. Thus, about 60% of the NPV_PI values were explained as a consequence of low traffic growth. Low traffic is naturally explained mainly by low economic growth in general.

![Risk determinants, their relationships (dashed arrow lines) and the term structure – RQ2.2, RQ2.3 and RQ3.1.](image)

Figure 40. Risk determinants, their relationships (dashed arrow lines) and the term structure – RQ2.2, RQ2.3 and RQ3.1.
The other risks – higher than expected inflation, operating cost, and interest rates as well as low economic growth are then more or less contributing to the abovementioned high priority risks. However, since the causal impact of these low priority risks are so evident, they must be included in the analysis and in fact they are the reason behind the high priority risks. Figure 40 indicates the dynamics between risk determinants and highlights the importance of systems view to risks. Sensitivity analysis alone and/or isolating the risk determinants could dilute the priorities and understanding of the causality.

The first part of the third research question is addressed to shareholder wealth problem of project investors and thus RQ3.1 (Which risk determinants most affect the project’s and investors’ economy and what seems to be their ranking?) is linked with RQ2.2 of risk determinants. Hence, Figure 40 is the answer to RQ3.1 as well.

The latter part of RQ3 (What is the economic performance of the case project?) was stated as

– RQ3.2: What is the state’s position with regard to project economy and how well do state’s and project investors’ interests coincide?

To this question a straightforward answer can be given: the state’s and project investors’ interests do not coincide easily. Only in those cases, where the project is highly socio-economically profitable and has to be prioritized because of strategic reasons without having to commit state’s funds to the construction, the interests might have a common cross section point. As such, private finance does not seem to be economical for the state. This is visible from Figure 41, where the explicit answer to RQ3.2 is illustrated. Bs/Cs denotes the total benefits and costs ratio for the state when taking into account the socio-economic benefit cost ratio (B/C) of the project as well as the tax revenues received and toll payments paid by the state, as was explained in Chapter 10.8.\(^\text{44}\) The state’s total benefits and costs can be compared by looking at shadow tolls to be paid (cost to the state) and socio-economic benefits and tax revenues received (benefits for the state). So the benefit-cost ratio for the state depends on these variables. The analysis of Chapter 10.8 and visualisation of Figure 36 has been developed further in Figure

\(^{44}\) See Table 44, Eq. 9-12 and Figure 36.
41. It shows that project investors’ return (including both debt and equity investors) increases in accordance with unit tolls received by the project company. Investors’ return is a single curve as a function of unit toll and is totally independent from socio-economic return and related issues. *Vice versa*, the state’s costs rise as unit tolls increase. The state’s benefits are mainly dependent on the socio-economic benefits generated by the project with some adding to benefits through tax revenues paid by the project company. The state’s return curves depend likewise on unit toll that has to be paid and the curves are drawn for projects with different socio-economic cost-benefit ratios.

Figure 41 shows the curves of private investors’ return (as a benefit-cost ratio for their investment) and the benefit-cost ratio of shadow toll arrangement for the state as a function of selected unit toll and when assuming different socio-economic benefit-cost ratios for the project. The interpretation comes when looking at the intersection points of the return (benefit-cost) curves. The investors’ and the state’s interests do not coincide unless the socio-economic benefit-cost ratio exceeds value 2.5. Beyond that value, it could be expected that investors’ return curve and $B_\text{s}/C_\text{s}$ curve have an intersection point which is above value 1 for both parties, i.e. a potential win-win point.

---

45 Alternative, hypothetical socio-economic benefit-cost ratios for identical projects as the case project.
Figure 41. Project returns to the state and investors – RQ3.2; Bs/Cs is the state’s return in shadow toll arrangement and B/C is the socio-economic benefit-cost ratio.

The methodological validation can be done only in a preliminary way. As there are no empirical data to such an extent that would allow a large sample of privately financed projects to be analyzed in view of their full life cycle, the only method is to do time-wise cross-sectional analysis and/or simulation of projects. The use of simulation results as a statistical data is done often in situations where empirical data is missing or when empirical sampling and observation is too resource consuming. However, the results are only as good as the simulation models are. In this research, the preliminary diagnostics showed that simulation errors, i.e. the comparison between actual observations and simulation results of project company data, are surprisingly tolerable. Therefore, it is concluded that the model developed as one of the results in this research is well worth applying and developing further. Using more recent data and future observations of the case project company, it is possible to adjust the model so that it even better describes the financial results of the project company. The model is very well fitted for strategic ex ante evaluation of similar projects and as a part of corporate business planning when the corporation is in project finance business. The conceptual level model can also be fitted to different environments, such as different countries, different branches of industries, etc. once the calibration of
the model is done using appropriate empirical data to build relationships between economic variables and cash flow components.

The results of this research clearly put forward a question about claimed benefits of private finance. The results seem to point to the opposite direction: private finance is expensive and its presumed benefits need to be extensive in order to justify alternative finance methods to traditional construction and maintenance bidding process. However, we should constantly keep in mind that the case project was a novelty in Finland and the market for such a project is still undeveloped in terms of experience and knowledge. Also it is noteworthy, that the case project was completed well ahead of the planned schedule, resulting in gains for investors in the form of advanced cash flows but also to the society in the form of advanced socio-economic benefits. The net result showed in Figure 41 would not change because of these facts nonetheless.

In light of actual observations on the project company’s data it seems that not all investors had access to all the relevant information concerning project risks and thus their wealth seems not have been maximized so far. Of course, the concession term is only at the midway point and nothing definite can be said about the final performance of the project company.

15.2 Validation of the research approach and some generalized findings

There are a number of viewpoints that can be taken in the validation of the research process: the data, the modeling and simulation approach, the context of applicability and the methodological choices in general, just to name some. In this chapter, some of these issues are selected in order to validate the research approach. Also the generalized results are presented at the end of this chapter, because the generalization potential is very much dependent on the validity of the research approach.

The data that was used in the modeling of the project was strictly empirical. This can be mentioned as a virtue. The weakness, however, was the fact that some of the time series were short (e.g. for interest rate \( r_H \) the \( n = 9 \)) which undermines the credibility of regressed associations. In most cases, luckily, the time series
were reasonably well covering the historical behavior of the variable in question, so this weakness of short time periods of empirical material is only in the abovementioned individual point and definitely not throughout the study. For the most part, the empirical material covered the time between 1980–1995, i.e. \( n = 16 \).

The empirical data for modeling was prior to 1995, because in 1996 was the time for decisions on the project. Thus, the modeling effort reflects the decision making point of that time. The model itself, built on empirical data, is however most suited for \textit{ex ante} analysis of projects and thus it serves as a decision making tool in order to analyze projects. For empirical analysis of similar projects, we only need the observed data, not models. One of the merits of the model is that it is modularly structured and built and that it is easily updated with more recent empirical data. The modular structure serves as a starting point for similar models aimed at appraisal of other types of private finance infrastructure projects. Outside infrastructure sector, the model is hardly applicable at all.

The case being that empirical material concerning privately financed projects is hard to summarize in a uniform manner and because many of these projects are still ongoing and uncompleted, the final empirical experiences will have to wait. In some respects, the modeled or simulated outcomes contradicted with empirical observations. This was particularly evident with regard to capital structure of the project company. The constructed model, as well as literature based on similar models, suggests that the project company should be mainly equity financed whereas the empirical observations concerning the case project and in general seem to suggest the opposite. Clearly, the classical corporate finance theory is missing something here. In regard to model performance in general, the results of the model were satisfactory at least, indicating that the model can be used and developed further.

The model was based on simple linear relationships between the economic and project variables. Thinking of the model performance this was probably a good and applicable solution. However, the econometric finesses are bypassed and only very brief arguments are presented to justify the relationships. These arguments are based on basic economics literature. The model could well be further refined by incorporating more sophisticated econometric relations and e.g. extending beyond linear relationships. There is nothing that hinders this.
Of paramount importance is the fact that the research approach was carried out within the scope of the research questions. In other words, the aim was neither to construct a perfect project model nor to justify or object private finance as such, but to analyze the risks of a privately financed road project especially from the viewpoint of private investors. These results are then reflected more generally to the question of how and in what conditions private finance could successfully be employed. Here the risk is the volatility or uncertainty of certain variables and through them the uncertainty of economic outcomes. Risks are not independent, but in complex interaction with each other and the idea was to point out which risks are more relevant than others. In achieving this, the research approach served well. Aside from modeling and simulation it is hard to see alternative ways how to analyze this problem in present situation with the lack of empirical experiences.

The risks of the project are always priced if they are acknowledged and one of the key findings was through risk analysis to evaluate how successful private finance could be in similar projects. This was an obvious outcome of the research and as such of critical importance to finance policies for infrastructure. If the private sector prices the risks and if the public sector does not, the question of risk transfer becomes somewhat pointless. The state has to pay extra for the risks of private investors but not for the risks it willingly assumes itself. Each project is unique especially in the eyes of private investors, whereas the state is probably more inclined to see a portfolio of projects. This is due to number of reasons, one certainly being the mere size of major infrastructure projects. Private investors want to ensure positive net present value for their investment with reasonable certainty whilst the state can survive if in average all the projects – but not necessarily every single one – in its portfolio are successful.

The role of contracts and negotiation process cannot be overemphasized. While the risks can be hedged, negotiated, shared, and so forth, the risks are always there and the question is how they are juggled between negotiating parties. As this view of the private finance is emphasized, the significance of information on risks is underlined at the same time. If there are differences in the level of knowledge on and understanding of risks, there is an opportunity for extra gains through sole negotiation tactics and contract formulation. This research can contribute to this process, thinking of all negotiating parties: the investors, both debt and equity, and the state. When the level of information is equal to all parties, the negotiation process is likely to yield to an acceptable and fair
outcome. The weakness in this research was that the contract terms were not known in detail leading to assumptions, simplifications and robust handling of some risks. Nevertheless, the analysis of detailed contractual arrangements would be a story of its own and certainly something for further research. This research can help in setting up such research efforts. But each project is unique in many ways, as will the appropriate contract formulations be, so that this type of research can contribute only to a limited extent.

What can be said in general about contracts based on the experience of this research? First, the contracts should be clear cut in a manner that the level of detail is very limited and that the details do not become a major issue. Complex contracts do not mean that all issues are adequately covered but rather could be a signal that the overall framework is poorly defined. Secondly, it should be the state that sets the framework as clearly as possible because comparing contracts is not really what should be in the minds of state representatives but rather comparing the bids on a uniform basis. Too much leeway in the formulation of calls of bids and leaving too many details for the negotiation process will result in more efforts to be taken in this process and leaves too many options open, so that the negotiation process becomes the definition of the project contract itself.

Returning to the original question of value and risk of privately financed infrastructure projects, based on this research we can say that the private investors can gain additional value when financing these projects, but it comes with a price, which is always paid by the taxpayers (as in shadow toll arrangement) or users (as in user toll arrangement). The efficiency gains (productivity, earlier supply of the service or facility, and so on) must exceed the price paid for private capital and this equation is not always easy to solve. Mega-projects with mega-class risks will inevitably include “mega-risk premiums” which are paid by somebody, whether the risks go off or not. However, the long-term value risk is not perhaps that severe in long-life infrastructure projects that have quite low volatility in terms of cash flows. They could be excellent projects in large-scale capital investors’ portfolio.

Table 50 attempts to summarize the strengths and weaknesses of the adopted research approach and derived models as well as the potential for generalization of the main findings. Many of the weaknesses or shortcomings can be overcome.
Table 50. The merits and shortcomings of the research and significant findings.

<table>
<thead>
<tr>
<th>Models</th>
<th>Strengths, merits or significant findings</th>
<th>Weaknesses, shortcomings or restrictions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Applicability on similar infrastructure projects, e.g. airports, rail lines, harbors, etc.</td>
<td>Not applicable to private finance projects in general</td>
</tr>
<tr>
<td></td>
<td>Modular structure to be applied at different levels</td>
<td>Sensitivity to lack of data</td>
</tr>
<tr>
<td></td>
<td>Ability to address dynamic relations between selected variables</td>
<td>Incapability to address contractual issues effectively</td>
</tr>
<tr>
<td></td>
<td>Reliance on corporate finance theories</td>
<td>Lack of econometric sophistication</td>
</tr>
<tr>
<td></td>
<td>Updatable with more recent empirical data</td>
<td>Requires a lot of data</td>
</tr>
<tr>
<td></td>
<td>Suitable for ex ante analysis</td>
<td>Not well suited for ex post analysis</td>
</tr>
<tr>
<td></td>
<td>Good or satisfactory performance of the model</td>
<td></td>
</tr>
<tr>
<td>Research approach</td>
<td>Combining several fields of research (finance, transport, economics)</td>
<td>Not focused on single research field and brief on econometric analysis</td>
</tr>
<tr>
<td></td>
<td>A novel approach to build a project model and simulate the project company</td>
<td>Empirical part restricted to models</td>
</tr>
<tr>
<td></td>
<td>Model diagnostics</td>
<td>Short on contractual analysis</td>
</tr>
<tr>
<td></td>
<td>Clear contribution to the field of finance of transport infrastructure and an applicable approach for other infrastructures, e.g. airports, rail lines and harbors</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Holistic view to value and risks of privately financed infrastructure project</td>
<td></td>
</tr>
<tr>
<td>Generalized findings and contributions</td>
<td>Findings on the price of private finance; the price is high, but in selected cases (good, urgent projects) could be tolerable</td>
<td>Exact comparison mechanism presented only for the case project</td>
</tr>
<tr>
<td></td>
<td>The rough risk structure of a shadow toll road project; the basic structure can be generalized for any transport infrastructure project</td>
<td>Risk structure and argumentation limited to transport infrastructure</td>
</tr>
<tr>
<td></td>
<td>Some policy recommendations were enabled based on the case analysis</td>
<td>Policies restricted to transport infrastructure, not private finance in general</td>
</tr>
<tr>
<td></td>
<td>Private investors’ relevant risk determinants in the case project and in similar projects; the relevance and prioritization of different risks and their term structures</td>
<td>Not all risks were covered</td>
</tr>
<tr>
<td></td>
<td>Corporate finance theory based solutions on optimal project company capital structure contradict with empirical observations</td>
<td>Some other theories could explain better the capital structure choices, but these were not investigated</td>
</tr>
</tbody>
</table>
15.3 Further research needs

One of the clear further research needs identified is quantitative, empirical research concerning the benefits of alternative finance methods. Too often the “research” on these issues is merely logical reasoning of presumed benefits and impacts of novel finance methods. For these research issues, empirical material must be gathered from several projects. In the UK, such a number of projects will soon, if not now, be available. But, as this research shows, each project is idiocratic and context-specific. This was proven by showing that project-specific demand was the most relevant risk factor concerning project’s economic performance. This in turn leads us to the conclusion that certain typologies for successful (or unsuccessful) projects financed with private capital could be researched if the projects in themselves and in the end are idiocratic. However, such a research is very ambitious because of varying frameworks concerning economy, type of project, risks, etc. and this type of research would require truly extensive resources – if at all possible. Probably the most feasible approach would be to combine several case analyses, such as this research, and building a pool of knowledge on privately financed projects. Such an approach would most likely require co-operative efforts of international finance institutions (World Bank, European Investment Bank, Asian Development Bank, etc.), national governments and researchers.

The methods of project economy evaluation should be developed further too. This research shows that the basic tools, such as discounted cash flows, net present value analysis and CAPM can be combined in various ways and with fruitful results. However, the optimal tool set selection seems to be very contingent and sometimes probably a matter of coincidence, taste and personal abilities of the investigators. The model structure presented as a result of this research (RQ2.1) already sets a framework for model components and the methods. Clearly, project evaluation methods, cash flow accounting and value analysis as well as basic econometric models are those that can be integrated to serve advanced project appraisal in terms of financial, contractual and organisational arrangements. Some sort of simulation models are certainly needed for aiding project investment related decisions. The model structure offered by this research is one possible starting point. Also the employment of option theory in case of real operating and decision options can be an area where new knowledge can be found. Project decisions always contain several real and
operating options and the valuation tools can be very complex for the investigators to apply. Making the application easier would certainly improve the quality of decisions.

A clear need for further research is concerning contractual arrangements, which were only briefly handled by this research. A more focused analysis of contractual issues would help the future projects to be built on sustainable and fair contracts. However, the research should be more oriented towards the contractual architecture rather than on analysis of details.
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Appendix A: Expected operating (maintenance) costs

Table A-1. Estimated expected operating costs of the case project; 1996 prices.

<table>
<thead>
<tr>
<th>Year</th>
<th>(1) Winter maintenance</th>
<th>(2) Pavement Maintenance</th>
<th>(3) Landscaping, road side scaring and cleaning</th>
<th>(4) Traffic management and control, signing</th>
<th>(5) Illumination</th>
<th>(6) Road marking</th>
<th>(7) Bridge maintenance</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1997</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1998</td>
<td>1 050</td>
<td>0</td>
<td>140</td>
<td>210</td>
<td>160</td>
<td>0</td>
<td>400</td>
<td>1 960</td>
</tr>
<tr>
<td>1999</td>
<td>2 100</td>
<td>350</td>
<td>140</td>
<td>210</td>
<td>160</td>
<td>0</td>
<td>400</td>
<td>3 360</td>
</tr>
<tr>
<td>2000</td>
<td>2 550</td>
<td>0</td>
<td>180</td>
<td>310</td>
<td>260</td>
<td>250</td>
<td>400</td>
<td>3 950</td>
</tr>
<tr>
<td>2001</td>
<td>4 200</td>
<td>0</td>
<td>280</td>
<td>430</td>
<td>320</td>
<td>250</td>
<td>500</td>
<td>5 980</td>
</tr>
<tr>
<td>2002</td>
<td>4 200</td>
<td>0</td>
<td>550</td>
<td>620</td>
<td>320</td>
<td>250</td>
<td>500</td>
<td>6 440</td>
</tr>
<tr>
<td>2003</td>
<td>4 200</td>
<td>0</td>
<td>550</td>
<td>620</td>
<td>320</td>
<td>500</td>
<td>500</td>
<td>6 690</td>
</tr>
<tr>
<td>2004</td>
<td>4 200</td>
<td>6 200</td>
<td>550</td>
<td>620</td>
<td>320</td>
<td>500</td>
<td>500</td>
<td>12 890</td>
</tr>
<tr>
<td>2005</td>
<td>4 200</td>
<td>10 500</td>
<td>550</td>
<td>620</td>
<td>320</td>
<td>500</td>
<td>500</td>
<td>17 190</td>
</tr>
<tr>
<td>2006</td>
<td>4 200</td>
<td>2 200</td>
<td>550</td>
<td>620</td>
<td>320</td>
<td>500</td>
<td>500</td>
<td>8 890</td>
</tr>
<tr>
<td>2007</td>
<td>4 200</td>
<td>2 500</td>
<td>550</td>
<td>620</td>
<td>320</td>
<td>500</td>
<td>500</td>
<td>9 110</td>
</tr>
<tr>
<td>2008</td>
<td>4 200</td>
<td>2 500</td>
<td>550</td>
<td>620</td>
<td>320</td>
<td>500</td>
<td>500</td>
<td>9 190</td>
</tr>
<tr>
<td>2009</td>
<td>4 200</td>
<td>4 100</td>
<td>550</td>
<td>620</td>
<td>320</td>
<td>500</td>
<td>500</td>
<td>10 790</td>
</tr>
<tr>
<td>2010</td>
<td>4 200</td>
<td>0</td>
<td>550</td>
<td>620</td>
<td>320</td>
<td>500</td>
<td>500</td>
<td>6 690</td>
</tr>
<tr>
<td>2011</td>
<td>4 200</td>
<td>3 400</td>
<td>550</td>
<td>620</td>
<td>320</td>
<td>500</td>
<td>500</td>
<td>10 090</td>
</tr>
<tr>
<td>2012</td>
<td>2 100</td>
<td>4 100</td>
<td>440</td>
<td>310</td>
<td>250</td>
<td>500</td>
<td>500</td>
<td>8 200</td>
</tr>
<tr>
<td>Total</td>
<td>58 200</td>
<td>35 850</td>
<td>7 230</td>
<td>8 290</td>
<td>4 670</td>
<td>6 250</td>
<td>7 700</td>
<td>128 190</td>
</tr>
</tbody>
</table>

Columns:

(1) Winter maintenance; (2) Pavement Maintenance; (3) Landscaping, road side scaring and cleaning; (4) Traffic management and control, signing; (5) Illumination; (6) Road marking; (7) Bridge maintenance.
Appendix B: Project description

B.1 General information (Finnish Road Administration 1996c)

A working group set up by the Ministry of Transport and Communications recommended in its final report, 26th of March 1996, that private finance would be implemented to road construction and maintenance by shadow toll option. The working group presented that the shadow toll option would be introduced. The concession contract covers upgrading the Järvenpää–Joutjärvi stretch of semi-motorway into motorway and maintaining this stretch (both the old and the new carriageway) for 15 years. The cost estimates excluding VAT were 550–590 MFIM for the construction and 10 MFIM annually for the maintenance.

The construction project included

- second carriageway of the motorway, 69.0 km
- ramps of graded interchanges (8 pcs) and rest areas (5 pcs), 12.5 km
- other public roads, 1.0 km
- private roads, 7.0 km
- 88 bridges
- 8.5 km of noise barriers
- 130 km of game fences
- road lighting in graded interchanges, 15 km
- 1.9 mill. m$^3$ of soil cuts
- 1.5 mill. m$^3$ of rock cuts.

B.2 Financing

The concessionaire finances the detailed engineering, construction and operation (maintenance) of the project. The prospective concessionaires bid for the 15-year concession contract, and had an option to make alternative bids introducing longer contract periods and alternative toll charging systems. The concessionaire had a right to arrange the financing in any suitable and legal manner. The

---

46 All the information has been obtained from the preparatory and final contract documents that were available from Finnish Road Administration.
amount of equity capital that was laid, affected the competitiveness of the bid, though. The concessionaires were eligible to seek financing from European Investment Bank (EIB). The maximum amount of loan granted by EIB is 50% of the total cost. The loan could be withdrawn gradually.

**B.3 Tolling system**

The state owner pays a “shadow toll” to the concessionaire according to traffic performance (vehicle kilometres of travel) on the road. The traffic is measured at two sites. The first site represents assumed homogenous traffic volume on a 30,2 km stretch and the second site 39,0 km. In case of exceptional situations, when traffic volumes are not recorded or traffic is blocked, the traffic counts of the previous year for the same period apply. Some special clauses have been included for special traffic days. In any case, the concessionaire faces practically no risk of counting equipment malfunction.

The cash flow from shadow tolls is received in four payments: end of March, end of July, end of September and end of December. The first three payments are based on the total payment of the previous year. At the end of December the payments are balanced according to real traffic volumes. Different types of vehicles are not distinguished – each vehicle, or rather vehicle kilometre, is equally worth. The owner has a right to withdraw the liabilities of the concessionaire to a third party, as long as these liabilities are due to operations connected to the concession contract.

The concessionaire must divide traffic performance into at least two, but at most four, bands. The first band is a fixed toll per vehicle km and the subsequent categories are additional payments on top of fixed toll.

**B.4 Construction phase clauses of the contract**

The owner was eligible to claim compensation when bad quality, workmanship or engineering is detected. Special emphasis was laid on the quality assurance procedures and quality control documents. The evaluation of quality was done mainly on the basis of contractor’s/concessionaire’s quality control documentation supplemented with inspections and sampling. If inspections or sampling showed deviations from accepted quality level and contractor’s own
reports did not conform to the sampling or inspection results, the contractor paid a 50,000 FIM sanction for each event of non-conformance.

The construction costs were not indexed except for the paving works, where the market price of bitumen could have an impact on contract payments.

**B.5 Operating phase**

As with construction the operating quality is based on concessionaire’s own reports supplemented with inspections by sampling. The sanctions are the same as above. There are sanctions concerning blocked lanes due to repair works or similar.

The operating costs are indexed totally throughout the concession period using civil engineering works cost index. The re-paving works are also included in the operating costs.

**B.6 Risk Allocation**

The risk allocation is at many points according to general Finnish contract terms (YSE 1995) but some essential parts are shown in Table B-1.\(^{47}\) The list concentrates on the most important issues and is not exhaustive.

\(^{47}\) Source: Finra. VT 4 (E75) Järvenpää–Lahti SRRK-project. English translation of risk matrix, drafted August 15th, 1996. Some risks presented here are not shown in the risk matrix draft but are defined in other contract documents.
**Table B-1. Risk allocation between concessionaire and owner.**

<table>
<thead>
<tr>
<th>Risk</th>
<th>Concessionaire</th>
<th>Owner</th>
<th>Shared</th>
<th>Notes, clarifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interest rates</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Foreign exchange rates</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rise in commodity and input prices during construction</td>
<td>X*</td>
<td>X**</td>
<td></td>
<td>*Rise of prices leading to higher construction cost</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>**The market price of bitumen</td>
</tr>
<tr>
<td>Volumes in construction</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Additional work</td>
<td></td>
<td>X</td>
<td></td>
<td>Additional work subscribed by the owner or work due to third party needs</td>
</tr>
<tr>
<td>Volumes in maintenance and reconstruction</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weather conditions</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rise in commodity and input prices during concession</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traffic volumes</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hand over of the road reserve</td>
<td></td>
<td>X</td>
<td></td>
<td>The owner is unable to hand over the road reserve by the agreed date</td>
</tr>
<tr>
<td>Archeological findings, rare or protected <em>flora</em> or <em>fauna</em></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Owner’s delays</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Unexpected accidents on the site</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Difficult ground conditions of the <em>old</em> carriageway</td>
<td>X</td>
<td></td>
<td></td>
<td>Such information on ground conditions that the concessionaire was unable to check before and during the bid preparation</td>
</tr>
<tr>
<td>The effects of existing road on the design and construction of the new road</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Force majeure</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>
B.7 Tax Issues

The Finnish VAT and business and industry regulating laws presented a problem at the beginning of the project. The Central Board of Taxation (Keskusverolautakunta) gave out a resolution\(^48\) stating that the project consisted of two parts: first, the construction service part and secondly the maintenance service part. The Board decided that for the construction service the concessionaire would have to pay VAT and income tax for the whole project when the road was completed, i.e. opened for traffic. This would have meant a severe front-end loading of tax burden for the concessionaire. Furthermore, the Board regarded that the concessionaire would have to deduct interest on debt concerning the construction phase on those particular years that the interest was paid. This might lead to a situation where the concessionaire would not be able to fully enjoy the tax shield provided by debt.

Depreciating the project was also problematic. Tax laws made it possible to have a maximum 10 years depreciation period. Now the concession period was 15 years in minimum and this meant also that there was a chance of not benefiting depreciation tax shields to a full extent – the project could well result in loss over several subsequent years. The Central Board of Taxation adopted this view too. Both the VAT regulations and business and industry tax regulations were altered\(^49\) so that

- value added taxes were paid at the end of each years traffic counting period
- income taxes were paid also according to the above principle
- depreciation could be done according to straight-line principle during the concession contract period.

---

\(^{48}\) Resolution no 273/1996, dated October 21\(^{st}\), 1996.

\(^{49}\) Laws no. 1256 and 1257.
Appendix C: Modeled and observed variables

C.1 Modeled and observed variables, t+1 year ahead modeling

Figures from C-1 to C-5 show how the full project model is able to forecast each critical variable (annual economic growth $\Delta GDP_{t+1}$, annual national traffic growth $\Delta VKT_{t+1}$, annual interest on risky debt $r_{it+1}$, inflation $c_{t+1}$ and annual project traffic demand growth $\Delta VKT_{pt+1}$) of year $t+1$, based on observed data in year $t$, $t$ running from 1996 to 2005 or 2004 depending on the availability of observed data. It is clearly visible that the model works reasonably well for all the other variables except for interest rate for risky debt. Finland’s joining to the European Monetary Union in 2002 changed the economic environment. This change started even earlier, as Finnish markka was tied to Euro with fixed rate at the beginning of 1999. Obviously, the actual change of economic environment started some years earlier when Union member states started their co-operation concerning monetary and economic policies. This change is visible from the interest rate time series. For other economic variables, the project model works surprisingly well.

![Figure C-1. GDP change, modeled t+1 year ahead vs. observations.](image)

Figure C-1. GDP change, modeled t+1 year ahead vs. observations.
Figure C-2. National VKT change, modeled t+1 year ahead vs. observations.

Figure C-3. Annual interest rate for risky debt contracts, modeled t+1 year ahead vs. observations.
Figure C-4. Annual inflation of construction and maintenance (civil engineering index change), modeled t+1 year ahead vs. observations.

Figure C-5. Annual project traffic demand growth, modeled t+1 year ahead vs. observations.
C.2 Modeled and observed variables, sequential modeling

In sequential modeling, the modeled data is sequentially used to model the subsequent year’s data, i.e. the modeled data for year $t$ is used to model for $t+1$, $t+1$ is used to model $t+2$, etc. This way it is possible to assess how the project model works for predictions and simulations for a longer period of time. The period from 1997–2004 is little more than half of the whole concession period. Again, the model seems to perform reasonably well except for interest rates. The modeled and observed time series are visible from Figures C-6 to C-10.

Figure C-6. GDP change, modeled for 1997–2004 vs. observations.
Figure C-7. National VKT change, modeled for 1996–2004 vs. observations.

Figure C-8. Annual interest rate for risky debt contracts, modeled for 1996–2003 vs. observations.
Figure C-9. Annual inflation of construction and maintenance (civil engineering index change), modeled for 1996–2004 vs. observations.

Figure C-10. Annual project traffic demand growth, modeled for 1997–2004 vs. observations.
Appendix D: *Ex ante* project beta – analysis based on un-relaxed empirical data

### D.1 Introduction and approach

This appendix shows in detail how an alternative *ex ante* beta for the project was derived. Ultimately this beta estimate was not used, however. Using the same approach as Khan and Fiorino (1992), nominal cash flows are used to determine the internal rate of returns of project’s cash flows. However, there is a difference of approach as Khan and Fiorino adopted the view of the project, disregarding the investor positions, here the view is the equity investor’s. The investment outlay is then the equity invested in the project company and not the investment in the physical asset, i.e. the road. Respectively, the cash flows are not those internal to the project (construction cost, operating cost, etc.) but those available for or put out by the investor, i.e. the equity input and the paid dividends and surplus equity capital at the end of the concession period when the project company is liquidated.

The approach could be regarded as a bottom-up beta approximation where betas are constructed on the basis of cash flow variations with regard to market variations. Since no direct empirical observations on betas of this kind are available, the simulation model is used to produce *ex ante* cases of project return and market returns. The link with empirical data is through the empirical relationships between market movements, economic growth and traffic growth.

The following equation is solved with regard to $r_p$ and assuming all-equity financed project:

$$0 = \sum_{t=0}^{15} \left( \frac{\text{Rev}_t - \text{C}_t - \text{Ope}_t - \text{Tax}_t}{(1 - r_p)} \right)$$  \hspace{1cm} (Eq.D-1)
where

\[ \text{Tax}_t = \text{corporate tax paid on } 28\% \text{ rate in year } t; \text{ tax calculation has taken into account the depreciation tax shield; depreciation in year } t \text{ is a straight line depreciation of the construction cost (} = \text{purchasing of the asset for the project company) is assumed; thus,} \]

\[ \text{Dep}_t = \frac{C}{13} \text{ for each year } t \text{ after completion of the construction work (between years 2000–2012)} \]

\[ \text{Rev}_t = \text{shadow toll revenue in year } t; \text{ revenues depend on project’s traffic volumes, a unit toll of 0.30 FIM is assumed constant through the concession period} \]

\[ \text{Ope}_t = \text{operating costs in year } t; \text{ the costs are based on expert estimates and the annual total operating costs follow the expected values of expert estimates with standard deviation of 11.4\% based on empirical annual variance} \]

\[ C_t = \text{construction cost in year } t, \text{ which in total may vary between 513–627 MFIM so that first year’s and second year’s costs are sampled independently from a rectangular distribution } [35\% \times 513, 35\% \times 627] \text{ and third year’s cost from rectangular distribution } [30\% \times 513, 30\% \times 627]; \text{ this means that the final construction cost distribution closes to normal distribution with mean of } (513+627)/2 = 570 \text{ but still having the far ends of the distribution with relatively high probabilities} \]

\[ r_p = \text{minimum required return on project that produces a net present value of 0, i.e. the internal rate of return on project.} \]

**D.2 Empirical data and relationships**

*D.2.1 Market return – historical data*

The market portfolio is represented by stock indexes quoted by Helsinki Stock Exchange and Union Bank of Finland. The bank had its own Unitas index until 1990. These indexes can be assumed to represent fully diversified investment
portfolios and thus they show the market return on investment, including dividends for HEX and UNITAS indexes.


<table>
<thead>
<tr>
<th>Year</th>
<th>HEX Share Index 28.12.1990 = 1000</th>
<th>Annual Return on HEX</th>
<th>Unitas Share Index 1975 = 100</th>
<th>Annual Return on Unitas</th>
<th>Chained Index</th>
<th>Annual Return on Chained Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>1995</td>
<td>1918</td>
<td>0.038</td>
<td>1918</td>
<td>0.038</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1994</td>
<td>1847</td>
<td>0.49</td>
<td>1847</td>
<td>0.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1993</td>
<td>1240</td>
<td>0.606</td>
<td>1240</td>
<td>0.606</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1992</td>
<td>772</td>
<td>-0.198</td>
<td>772</td>
<td>-0.198</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1991</td>
<td>962</td>
<td>-0.278</td>
<td>962</td>
<td>-0.278</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1990</td>
<td>1332</td>
<td>-0.271</td>
<td>537</td>
<td>-0.276</td>
<td>1332</td>
<td>-0.271</td>
</tr>
<tr>
<td>1989</td>
<td>1827</td>
<td>0.08</td>
<td>742</td>
<td>0.094</td>
<td>1827</td>
<td>0.08</td>
</tr>
<tr>
<td>1988</td>
<td>1692</td>
<td>0.321</td>
<td>678</td>
<td>0.237</td>
<td>1692</td>
<td>0.321</td>
</tr>
<tr>
<td>1987</td>
<td>1281</td>
<td>0.548</td>
<td>548</td>
<td>0.566</td>
<td>1281</td>
<td>0.566</td>
</tr>
<tr>
<td>1986</td>
<td>350</td>
<td>0.528</td>
<td>350</td>
<td>0.528</td>
<td>818</td>
<td>0.528</td>
</tr>
<tr>
<td>1985</td>
<td>229</td>
<td>-0.116</td>
<td>229</td>
<td>-0.116</td>
<td>535</td>
<td>-0.116</td>
</tr>
<tr>
<td>1984</td>
<td>259</td>
<td>0.363</td>
<td>259</td>
<td>0.363</td>
<td>605</td>
<td>0.363</td>
</tr>
<tr>
<td>1983</td>
<td>190</td>
<td>0.462</td>
<td>190</td>
<td>0.462</td>
<td>444</td>
<td>0.462</td>
</tr>
<tr>
<td>1982</td>
<td>130</td>
<td>0.354</td>
<td>130</td>
<td>0.354</td>
<td>304</td>
<td>0.354</td>
</tr>
<tr>
<td>1981</td>
<td>96</td>
<td>0.032</td>
<td>96</td>
<td>0.032</td>
<td>224</td>
<td>0.032</td>
</tr>
<tr>
<td>1980</td>
<td>93</td>
<td></td>
<td></td>
<td></td>
<td>217</td>
<td></td>
</tr>
</tbody>
</table>

D.2.2 Interest rates

According to statistics from the Bank of Finland, domestic loans granted by Finnish commercial banks for firms during 1985–1995 cost approximately between 7–14% according to Table D-2. The market rate of interest (12-months Helibor) varied between 6–15%. The 12-month Helibor rate is assumed to describe well enough the interest rate volatility of risky debt contracts with long maturity. Various Helibor rates are commonly used by Finnish banks added with negotiable premiums.

<table>
<thead>
<tr>
<th>Year</th>
<th>12-months Helibor* (%)</th>
<th>Average lending rate of new loans for firms (%)</th>
<th>Yield on Taxable 5-year government bonds (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1995</td>
<td>6.34</td>
<td>7.30</td>
<td>7.9</td>
</tr>
<tr>
<td>1994</td>
<td>6.33</td>
<td>7.13</td>
<td>8.4</td>
</tr>
<tr>
<td>1993</td>
<td>7.47</td>
<td>9.40</td>
<td>8.2</td>
</tr>
<tr>
<td>1992</td>
<td>12.96</td>
<td>13.32</td>
<td>12.0</td>
</tr>
<tr>
<td>1991</td>
<td>12.53</td>
<td>13.40</td>
<td>11.8</td>
</tr>
<tr>
<td>1990</td>
<td>14.39</td>
<td>13.33</td>
<td>13.2</td>
</tr>
<tr>
<td>1989</td>
<td>12.72</td>
<td>11.58</td>
<td>12.1</td>
</tr>
<tr>
<td>1988</td>
<td>10.50</td>
<td>10.50</td>
<td>10.6</td>
</tr>
<tr>
<td>1987</td>
<td>10.40</td>
<td>10.01</td>
<td>11.2</td>
</tr>
<tr>
<td>1986</td>
<td>na**</td>
<td>9.76</td>
<td>11.7</td>
</tr>
<tr>
<td>1985</td>
<td>na</td>
<td>10.62</td>
<td>12.7</td>
</tr>
<tr>
<td>1984</td>
<td>na</td>
<td>na</td>
<td>na</td>
</tr>
<tr>
<td>1983</td>
<td>na</td>
<td>na</td>
<td>na</td>
</tr>
</tbody>
</table>

* Average daily observations
** 12-month Helibor was quoted starting from November 1987

The risk-free interest rate (in relation to market risk) used in empirical applications usually refer to government bonds or treasury bills (Copeland & Weston 1988, p. 215). Therefore, the yield on 5-year bonds of the state of Finland is chosen as a reference risk-free rate of interest, i.e. the risk-free discounting rate.

D.2.3 Relationships

Risk-free rate is used as an instrumental variable when seeking determinants for market return. Since the risk-free interest rate is well represented by interest on state bonds, other estimations are unnecessary in order to link the variables. The equation appears as

\[ r_{f,t} = a + b_t r_{H,t} + \varepsilon \]  

(Eq.D-2)
Table D-3. Regression statistics for (Eq.D-2).

<table>
<thead>
<tr>
<th>Regression coefficients</th>
<th>Standard error of coefficient estimate</th>
<th>t-values</th>
<th>p-level</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>4.003</td>
<td>0.449</td>
<td>8.916</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.634</td>
<td>0.041</td>
<td>15.24</td>
</tr>
</tbody>
</table>

Sample size $n = 9$; explanatory power $R^2 = 0.966; F(1, 7) = 232.3$

The empirical relationship implies that when Helibor is approximately 10.9% or less the risk-free rate exceeds the nominal market rate. If e.g. 3% marginal is added to nominal market rate the actual hurdle rate is 7.9% for Helibor quotation.

Figure D-1. The relationship between interest rates; note that the axis are in opposite order than in equation.
There seemed to be a negative correlation between return on shares and interest rates resembling the relationship between inflation and real interest rates\(^5\) (see Figure D-2). Assuming that economic growth is positively and risk-free interest rate negatively correlated with market return the following model can be derived:

\[ r_{mt} = a + b_1 \Delta GDP_t + b_2 r_{ft} + \varepsilon \]  
\hspace{10cm} (Eq.D-3)

**Table D-4. Regression statistics for (Eq.D-3).**

<table>
<thead>
<tr>
<th>Regression coefficients</th>
<th>Standard error of coefficient estimate</th>
<th>t-values</th>
<th>p-level</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>107.0</td>
<td>58.42</td>
<td>1.832</td>
</tr>
<tr>
<td>(b_1)</td>
<td>2.936</td>
<td>2.372</td>
<td>1.238</td>
</tr>
<tr>
<td>(b_2)</td>
<td>-8.803</td>
<td>5.200</td>
<td>-1.693</td>
</tr>
</tbody>
</table>

Sample size \(n = 11\); explanatory power \(R^2 = 0.418\); \(F(2, 8) = 2.882\)

**Figure D-2. The relationship between risk-free interest rate and market return for 1985–1995 (left) and between market rate and market return for 1987–1995 (right).**

\(^5\) The negative correlation between real interest rates and inflation is of a general nature; see e.g. Lipsey and Chrystal (1995, p. 695).
The principle of this correlation comes from the fact that market movements are always positively correlated with real national income generation (goods are produced more => firms increase their profits => share prices increase). The negative correlation with risk-free interest rate is simply that return on capital is reduced as interest rate goes up, i.e. discounting factor decreases. The capital markets react to changes in interest rates and quickly adjust discounting rates accordingly and thus revalue share prices. An explanation from econometrics is that lower supply for money will decrease the demand for investments, including shares, because money is not available. Thus, the prices of shares go down due to decreased demand for them (Smith 1985, p. 278). But these considerations, like what are the reasons behind increasing/decreasing money supply, are way beyond the scope of this text.

Multicollinearity can be left aside because $\Delta GDP$ and $r_f$ do not depend linearly on each other.

**D.3 Results**

The results of 30 simulation runs are shown in Table D-5 and Figure D-3. The simulations include the deployment of full project model added with Eq.D-1, D-2 and D-3.

![Graph showing simulated project and market returns](image)

*Figure D-3. Simulated project and market returns.*
Table D-5. Simulated project and market returns (annualized).

<table>
<thead>
<tr>
<th>S</th>
<th>Project IRR, $r_p$</th>
<th>Market return, $r_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>9.52%</td>
<td>2.20%</td>
</tr>
<tr>
<td>Case 2</td>
<td>11.39%</td>
<td>5.06%</td>
</tr>
<tr>
<td>Case 3</td>
<td>14.80%</td>
<td>1.18%</td>
</tr>
<tr>
<td>Case 4</td>
<td>11.62%</td>
<td>19.07%</td>
</tr>
<tr>
<td>Case 5</td>
<td>12.46%</td>
<td>20.26%</td>
</tr>
<tr>
<td>Case 6</td>
<td>11.95%</td>
<td>25.06%</td>
</tr>
<tr>
<td>Case 7</td>
<td>9.87%</td>
<td>27.40%</td>
</tr>
<tr>
<td>Case 8</td>
<td>13.75%</td>
<td>7.33%</td>
</tr>
<tr>
<td>Case 9</td>
<td>11.62%</td>
<td>23.59%</td>
</tr>
<tr>
<td>Case 10</td>
<td>10.94%</td>
<td>5.65%</td>
</tr>
<tr>
<td>Case 11</td>
<td>13.28%</td>
<td>12.14%</td>
</tr>
<tr>
<td>Case 12</td>
<td>11.78%</td>
<td>11.79%</td>
</tr>
<tr>
<td>Case 13</td>
<td>12.82%</td>
<td>-0.69%</td>
</tr>
<tr>
<td>Case 14</td>
<td>11.85%</td>
<td>18.96%</td>
</tr>
<tr>
<td>Case 15</td>
<td>11.26%</td>
<td>6.30%</td>
</tr>
<tr>
<td>Case 16</td>
<td>12.03%</td>
<td>14.12%</td>
</tr>
<tr>
<td>Case 17</td>
<td>10.67%</td>
<td>10.43%</td>
</tr>
<tr>
<td>Case 18</td>
<td>13.22%</td>
<td>15.65%</td>
</tr>
<tr>
<td>Case 19</td>
<td>13.44%</td>
<td>6.68%</td>
</tr>
<tr>
<td>Case 20</td>
<td>12.07%</td>
<td>8.41%</td>
</tr>
<tr>
<td>Case 21</td>
<td>11.67%</td>
<td>13.60%</td>
</tr>
<tr>
<td>Case 22</td>
<td>10.96%</td>
<td>14.36%</td>
</tr>
<tr>
<td>Case 23</td>
<td>12.18%</td>
<td>13.59%</td>
</tr>
<tr>
<td>Case 24</td>
<td>11.91%</td>
<td>2.45%</td>
</tr>
<tr>
<td>Case 25</td>
<td>12.82%</td>
<td>14.37%</td>
</tr>
<tr>
<td>Case 26</td>
<td>12.18%</td>
<td>18.78%</td>
</tr>
<tr>
<td>Case 27</td>
<td>14.08%</td>
<td>20.46%</td>
</tr>
<tr>
<td>Case 28</td>
<td>11.70%</td>
<td>15.19%</td>
</tr>
<tr>
<td>Case 29</td>
<td>11.54%</td>
<td>17.08%</td>
</tr>
<tr>
<td>Case 30</td>
<td>12.66%</td>
<td>-19.01%</td>
</tr>
<tr>
<td>Sample variance</td>
<td>0.000133</td>
<td>0.00864</td>
</tr>
<tr>
<td>Sample covariance</td>
<td>-0.000182</td>
<td></td>
</tr>
</tbody>
</table>

The estimate of project risk (project beta) may now be estimated:

$$\beta_p = \frac{Cov(r_p, r_m)}{Var(r_m)} = \frac{-0.000182}{0.00862} = -0.021$$
The project risk is low compared to the market risk. This is mainly because the revenues depend on traffic volumes which in turn are insensitive to market movements. The weakness with the above result is the fact that if the project company’s shares were quoted by the market on a daily basis, the fluctuations would most probably more or less follow the general trends of the market, especially as the investors would immediately discount all the future expectations to the present with adjusted discounting rates thus pushing the quotations down or up in a more radical manner.

The beta estimate represents the unlevered project’s risk, since no leverage was taken into account in the estimation. Leveraged beta may be estimated as (Copeland & Weston 1988, p. 457)

\[
\beta_L = \left[1 + \left(1 - T_c\right)\frac{D}{E}\right] \beta_U
\]

(Eq.D-4)

where \( \beta_U \) may be replaced by \( \beta_p \). Using \( \beta_U = -0.021 \) and \( T_c = 0.28 \) the leveraged beta estimates obtained are as shown in Figure D-4.

![Figure D-4. Project’s levered and unlevered betas.](image)
In principle, negative betas are possible if the asset is counter-cyclical (e.g. Damodaran 2005c), but then the return would be less than risk-free return which does not make sense from an investor point of view.

This result is consistent with at least two other research results. Khan and Fiorino (1992) had a very similar result with energy efficiency projects where the project returns were insensitive to market movements. Incidentally, even the estimated beta is very close to those values derived by Khan and Fiorino for their four projects (the values were -0.055, -0.059, -0.031 and -0.050). Also the lives of their projects (8 years) were not too far from this case project’s life.

Leviäkangas (1998, pp. 323–332) demonstrated that shadow toll project’s cash flows were not following market variations which lead to low project risk and thus low project betas could be expected for infrastructure and similar projects. Leviäkangas (1998) also estimated ex post project beta and found that covariance of debt and equity were both close to zero and thus the ex post project beta was zero. The approach was different but the results close to that of ex ante derivation of beta. Using historical annual data for 1981–1995 Leviäkangas estimated that for the case project beta for equity, or unlevered beta is $\beta_E = 0.006$ and beta for debt $\beta_D = -0.084$. The project beta was then according to Brealey and Myers (1991):

$$\beta_p = \frac{E}{V} \beta_E + \frac{D}{V} \beta_D$$  \hspace{1cm} (Eq.D-5)
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Abstract
There is a growing interest to find ways and methods to finance capital investments in infrastructure by deploying private capital. Entering private capital into transport infrastructure planning, construction, and maintenance markets requires that the investors’ behaviour and motives are understood. Private sector financing of infrastructure and other larger-scale investments have increasingly taken the form of project finance. The project cash flows are divided by equity investors, debt investors, contractors and suppliers and the users that receive the service.

This research investigates the characteristics of a feasible framework for private finance of road infrastructure projects using one case project as an aid, which is analysed in depth. The research makes an effort to find out whether private finance of road infrastructure projects is able to bring additional benefits for the state and the project investors and whether private finance is applicable from the viewpoint of the aforementioned.

The concept of risk is presented in the framework of financial theory. The relevant project cash flows are identified, as their volatility builds the risks of the project. The project cash flows are studied in detail as to how they form the value of the project. One essential outcome is the project model. The empirical model is built in view of the decision making point on case project in 1996, when the bidding for the project was officially initiated. Recent observed, real data is used to validate the project model. The sub-models of the project model include the cash flow model and the risk structure model, the former based on financial theory and Capital Asset Pricing Model, the latter based on the cash flow model and literature on risk. Simulation is used as the primary method of analysis.

The primary source of time series data for economic variables, traffic volumes and road operating and construction is the Finnish Road Administration’s production statistics.

The case project finance is evaluated from multiple angles – what type of projects and what type of investors seem to be appropriate for shadow toll finance. Also some policy recommendations are provided. The private investors can gain by financing infrastructure projects, but it comes with a price, which is always paid by the taxpayers or users. To justify private finance, the beneficial aspects of private capital deployment must be substantial. The projects must be the best projects from a socio-economic viewpoint and not the ones that do not survive the competition in the normal budgetary process.

Different risk factors are behind the long-term value risk and short-term insolvency risk of the project company. Project-specific risk factors are at least as important as economy level factors.
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