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Abstract

Active vibration control methods for rotors were studied in order to develop solutions to enhance machines’ dynamic behaviour, durability, and operating range. The aim of the thesis was to develop identification and control methods for active vibration control of a rotor. The identification method developed in the thesis improved run-time rotor identification by compensating rotation-related disturbances before the actual identification procedure. The control system design comprised an inner feedback loop and an outer loop for compensation for harmonic excitations due to mass unbalance and other rotation-related excitations. The feedback loop was shown to be essential in terms of providing favourable conditions for the other compensation algorithm in the outer loop. For the outer loop, three algorithms were tested: two feedforward control methods and a repetitive control method. The algorithms were validated and compared using an experimental set-up. Concerning the feedforward methods, the Convergent Control algorithm was found to be a more effective and simpler algorithm for the purpose than the adaptive FIR filter with the LMS algorithm. The adaptive gradient-based repetitive control, developed in this thesis, was found to have a poorer performance than the feedforward control methods, but to provide benefits for applications where excitation frequencies are not as predictable as in the current application.
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Nomenclature

ABBREVIATIONS

AMB  Active Magnetic Bearings
FEM  Finite Element Method
FIR  Finite Impulse Response filter or non-recursive filter
FRF  Frequency Response Function
IIR  Infinite Impulse Response filter or recursive filter
LMS  Least Mean Squares
MIMO Multiple Input Multiple Output
PD   Proportional-Derivative
PDD  Proportional-Derivative-Derivative
rms  root-mean-square
rpm  revolutions per minute
rps  revolutions per second
SDOF Single Degree of Freedom
SISO Single Input Single Output

OPERATORS

\( \partial \)  Partial derivative
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{U}, \bar{A}$</td>
<td>Complex conjugate operator (of $U, A$, for example)</td>
</tr>
<tr>
<td>floor</td>
<td>Largest integer number, truncation downwards</td>
</tr>
<tr>
<td>Im</td>
<td>Imaginary part</td>
</tr>
<tr>
<td>Re</td>
<td>Real part</td>
</tr>
<tr>
<td>sup</td>
<td>Least upper bound</td>
</tr>
</tbody>
</table>

**SYMBOLS**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Convergence coefficient, learning gain</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Leakage coefficient (integrator leak) in adaptive update law</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Positive number to prevent division by zero in normalised law</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Eccentricity of rotor</td>
</tr>
<tr>
<td>$\theta$</td>
<td>System parameter estimates</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Real and imaginary part of system pole, eigenvalue</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Convergence coefficient</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Relative damping</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>Regression vector matrix</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Natural mode matrix, phase of filtered reference signal</td>
</tr>
<tr>
<td>$\varphi(n)$</td>
<td>Regression variable vector</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Modal coordinate of a mechanical system</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>Eigenvalue matrix</td>
</tr>
</tbody>
</table>
\( \omega \)  
Angular frequency, or rotational speed (rad/s)

\( \omega' \)  
Normalised angular frequency, between [0, 2 \( \pi \)]

\( \omega_{cr} \)  
Critical speed in radians per second (rad/s)

\( A \)  
System matrix

\( A_F \)  
Fourier coefficients of system inverse

\([a_{n-1}, \ldots, a_0]\)  
Polynomial coefficients in pulse transfer function denominator

\( B \)  
Input matrix

\([b_m, \ldots, b_0]\)  
Polynomial coefficients in pulse transfer function numerator

\( C, c \)  
Damping matrix, output matrix, damping constant

\( D(q) \)  
Annihilator polynomial

\( D_{AMB} \)  
Diameter of active magnetic bearing

\( D_f(n) \)  
Fourier coefficients of disturbance

\( d(t), d(n) \)  
Disturbance signal

\( E \)  
Vector of error signals

\( E_f(n) \)  
Fourier coefficients of error signal

\( E_{ind} \)  
Phase error indicator

\( e \)  
Neper number

\( e(t), e(n) \)  
Error signal, defined as \( e(t) = y(t) + d(t) \)

\( f \)  
Frequency
\( f_{ac} \)  
Active force

\( G(q) \)  
Pulse transfer function of plant

\( G_f(n) \)  
Fourier coefficients of plant

\( G_m(q) \)  
Pulse transfer function of plant model

\( H(n) \)  
Vector of FIR coefficients

\( H(s) \)  
Continuous time transfer function

\( H(q) \)  
Discrete time pulse transfer function

\( H_{JR}(i\omega) \)  
Frequency response of Jeffcott rotor in one direction

\( h_i \)  
Coefficient of FIR filter

\( i \)  
Imaginary unit

\( i \)  
Phase shift in pulse queue

\( I \)  
Unity matrix, FIR filter order

\( J \)  
Cost function

\( K, k \)  
Stiffness matrix, spring constant, index of Fourier coefficient

\( K(q) \)  
Filter in repetitive control

\( K, K_D, K_P \)  
General, derivative and proportional feedback gains

\( L_{AMB} \)  
Length of active magnetic bearing

\( l_c \)  
Delay filter length error

\( M, m \)  
Mass matrix, mass, order of numerator in pulse transfer function
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>Order of truncated FIR filter in repetitive control</td>
</tr>
<tr>
<td>$m_u$</td>
<td>Mass unbalance in Jeffcott rotor</td>
</tr>
<tr>
<td>$N$</td>
<td>Integer number, delay order in repetitive control,</td>
</tr>
<tr>
<td>$n$</td>
<td>Index in pulse queue, order of denominator, integer number</td>
</tr>
<tr>
<td>$p$</td>
<td>Pole of system</td>
</tr>
<tr>
<td>$P$</td>
<td>Mass matrix decomposition matrix, such that $M = P^T P$</td>
</tr>
<tr>
<td>$P$</td>
<td>Order of $Q$ filter in repetitive control</td>
</tr>
<tr>
<td>$P(q)$</td>
<td>Characteristic polynomial</td>
</tr>
<tr>
<td>$Q(q)$</td>
<td>Control signal filter in repetitive control (i.e. the $Q$ filter)</td>
</tr>
<tr>
<td>$q$</td>
<td>Forward shift operator</td>
</tr>
<tr>
<td>$R(n)$</td>
<td>Vector of reference signal samples</td>
</tr>
<tr>
<td>$r(t), r(n)$</td>
<td>Radial complex displacement of the rotor, reference signal</td>
</tr>
<tr>
<td>$r_a$</td>
<td>Amplitude of reference signal</td>
</tr>
<tr>
<td>$r_u$</td>
<td>Radius of mass unbalance in Jeffcott rotor</td>
</tr>
<tr>
<td>$S(f)$</td>
<td>Spectrum</td>
</tr>
<tr>
<td>$s$</td>
<td>Laplace variable</td>
</tr>
<tr>
<td>$T$</td>
<td>Time delay in repetitive control</td>
</tr>
<tr>
<td>$T_s$</td>
<td>Sampling time</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
</tr>
</tbody>
</table>
\( U_f(n) \)  
Fourier coefficients of controller output

\( u(t), u(n) \)  
Controller output, plant input

\( \nu \)  
Trial solution vector for eigenvalue problem

\( V_G \)  
Quality grade for static mass unbalance

\( W(n) \)  
Coefficients in unified adaptive law

\( X, x \)  
Coordinate direction in horizontal plane, system state vector

\( Y, y \)  
Coordinate direction in vertical plane, rotor displacement (Final)

\( Z \)  
Coordinate parallel to rotor shaft
1. Introduction

1.1 Background

The term active vibration control generally refers to the attenuation of vibration or to shifting of the vibration to a different frequency band. However, in some applications an amplification of vibrations may be desired. In this work, active vibration control always refers to attenuation of vibrations.

Active vibration control of structures is usually divided into active and semi-active control (Preumont 2002). In active vibration control, a dynamic force is applied against the vibration to be attenuated. For example, a force-producing member in a structure may compensate vibrations by inducing forces in the structure. In semi-active vibration control, the characteristics of a structure are adjusted in such a way that the vibration response is optimised. For example, a component with controllable stiffness or damping may be used. A vibration control system usually consists of one or several actuators, sensors and control units. The sensors provide information about the vibration to be controlled. The control unit is used to realise an algorithm and the actuator is used to apply the control action. Today, one trend is integrating all these functions into the structure, constituting an embedded system. Another trend is to develop control systems that can even cope with unexpected operating conditions.

Generally, vibration control in rotating machines is linked to a critical speed, to an excitation at rotation harmonics or to rotordynamic instability. The dynamics of structures are characterised by natural modes. Structures have a tendency to vibrate at their natural frequencies when excited. A rotating object is subjected to excitation due to gravity, asymmetry, bearings etc. The strongest excitation components caused by rotation often occur at frequencies equal to the rotational speed and its sub-multiples and multiples. In this work, the term critical speed refers to the speed at which the rotational frequency is equal to a natural frequency of the rotor. As indicated by its name, the critical speed is an issue of great importance for a rotor system. This is because excitation at the natural frequency may cause an excessive response in the rotor. Theoretically, with zero damping, the response could increase infinitely. However, damping and non-linearity restrict the response in practice. Some rotor systems can be run at the
critical speed, while others cannot. Usually, heavy rotors (*e.g.* largest electrical machines, paper machine rolls) are operated below the critical speed, in sub-critical conditions. Lighter high-speed rotors can be run in super-critical conditions. However, there are exceptions; for example, heavy turbo-generators in power plants work are designed for super-critical operation. As mentioned above, excitation at rotation harmonics might also cause a problem. For example, the second multiple of rotational speed is know to excite the rotor at half the critical speed (Vance 1987). One possible cause for a strong excitation component at the second multiple is axial asymmetry in the stiffness of a loaded rotor. Rotordynamic instability is usually associated with the variation of some fluid dynamic pressure around the circumference of the rotor (Vance 1987). This variation can be caused by an interaction between the rotor and its bearings, for example.

The most common active vibration control solution used in rotating machines is achieved through the use of AMBs\(^1\). A rotor is levitated in an air gap by actively controlled magnetic forces. Levitating a rotor provides advantages such as low friction and almost maintenance-free operation. AMBs have been used in a variety of high-speed applications, from magnetically levitating trains to small electrical machines. AMBs have changed rotor applications remarkably by pushing up the maximum speeds of rotating machines. Today, the fastest industrial rotors operate at a speed of 6 kHz, and the speed is then limited by the rotor’s material strength rather than by the resonance behaviour. (Schweitzer *et al.* 1994)

Active magnetic bearings have also made it possible to build “smart” rotor systems where active magnetic bearings have several other functions besides the basic supporting function. They may be used for identification of wear or faults, compensation of process deviations, optimisation of machine life, *etc.* (Schweitzer 2002, Hirschmanner *et al.* 2002, Nordmann & Aenis 2004). AMB solutions are rarer in low-speed applications or in applications where a rotor has to carry large loads or has strong interactions with its environment. For example, a pair of rolls in a nip contact needs to be supported by strong conventional bearings. However, active vibration control is making its debut also in heavy machine design.

\(^1\) Active Magnetic Bearing
The main purpose of this work was to study how to control vibrations of a rotor supported by conventional bearings by using a supplementary non-contacting electromagnetic actuator. In particular, the work was focused on applications that were not potential AMB applications. This was prompted by the importance of heavy rotating machine manufacturers in Finnish industry. An electromagnetic actuator was chosen because the use of electronics is prevalent in contemporary actuators, sensors, and control systems. The test environment designed was simple and small in scale. This was found important because basic rotordynamic phenomena could be studied and control systems implemented quickly and safely in a laboratory environment. Implementing the design methods and control algorithms in a large-scale system will require more effort and further research.

The work was started in a project included in the “ÄLYMARA – Smart Materials and Structures” research programme. The work was then continued within the VTT research theme ‘Intelligent Products and Systems’. A goal in both research programmes was to introduce intelligent features into conventional machine design. The completion of this work was carried out within the project called “Active Control of Rotor Vibrations in Electrical Machines (ACRVEM)” funded by the Academy of Finland. The ACRVEM project is aimed at intelligent control of internal radial forces in electrical machines. The results presented here are to be applied further in the project.

1.2 General literature review

An introductory literature review is given below. More specific references, related to the chapter’s specific topics, are given in the forthcoming chapters.

1.2.1 Textbooks

Rotordynamics is discussed thoroughly, for example, in textbooks by Vance (1987), Childs (1993), Krämer (1993), Genta (1999, 2005), and Gasch et al. (2002). The analysis of mechanical dynamic systems can be found in Meirovitch (1997). The modal analysis, numerical and experimental, is dealt by Ewins (2000) and Heylen et al. (1999). The principles of active control of mechanical
vibrations can be found, for example, in Gawronski (1996), Fuller et al. (1996), or Preumont (2002).

The aspects of digital control are presented by Åström & Wittenmark (1990). This book provides important knowledge on the sampling of continuous-time systems and the related digital control. Optimal control is presented by Glad & Ljung (2000). This book discusses the optimality of several control methods. Textbooks on adaptive control have been written by Åström & Wittenmark (1995) and Ioannou & Sun (1996). Repetitive control, being a relatively new method, has not yet made its way to textbooks. Albertos & Sala (2002), however, present principles of iterative control and identification that are close to the methods of repetitive control.

Active vibration control with magnetic bearings has been studied widely by the control engineering community. AMBs are also related to the subject of the present work, since the actuator and the control unit were modified from an active magnetic bearing system. A general description of active magnetic bearings can be found in the textbook by Schweitzer et al. (1994); and their application, for example, in Lantto (1999).

1.2.2 Active vibration control of rotors

This section gives an overview of the industrial applications of active rotor vibration control and on similar test-benches for research. As already explained, active magnetic bearing applications were outside the scope. Test benches consisting of a rotor supported by conventional bearings and an active (or semi-active) vibration control system were of interest. Different actuating methods, actuator placements and scales were used in the test benches reported. Different control principles are also used; some systems used a reference signal to compensate the disturbances at the frequency of rotation, while others do not.

One example of an industrial application is the active control of barring in a paper calender. It was first tested in a smaller-scale test calender (Fehren et al. 2000), and later applied to full-scale paper machinery (Siebald et al. 2005). The compensator used was an adaptive feedforward controller that decreased the relative movement between the calender rolls and thus reduced deformation in
the roll surfaces. In terms of paper-making process quality, the objective was to regulate the nip pressure variations and thus improve the paper quality and extend the life-time of the roll surface material.

Rotor vibrations were controlled with a magnetic actuator by Cheung et al. (1994) at the University of Bath. In a test set-up, the rotor was supported by journal bearings and the control force was applied with a magnetic actuator located at a point within the bearing span. The sliding-mode control method was applied to minimise vibrations due to mass unbalance. The study also included comparative tests between a fixed-gain PD$^2$ control and the sliding mode method. The performance of both methods was tested on a test bench with a 2 358-mm-long rotor, 100 mm in diameter. Overhanging disks were attached to the ends of the rotor. The results indicated that the sliding-mode control had better performance than the fixed-gain PD controller (not necessarily an optimally tuned controller). Both control methods gave large reductions in the response around the critical speed.

An electromagnetic actuator located between the load-carrying bearings was also used by Ishimatsu et al. (1991) at the Nagasaki University. The approach was to use an analogue PDD$^3$ controller to control the transients and a digital controller to control the synchronous whirl motion. The two control systems worked in parallel in a similar manner to those that will be presented in this thesis: one system for wideband damping and another for mass unbalance compensation. Two different strategies were tested in the digital controller: a heuristic approach and a neural network approach. The heuristic approach was termed the Gain-Phase Modification Method. The method used a reference signal derived from speed measurements and generated a compensation signal by using the displacement error in the output signal. In the neural network approach, the model of the damper was replaced with a learning neural network. The test set-up consisted of a 460-mm-long rotor, 6 mm in diameter. The use of the unbalance compensation system provided large reductions in synchronous rotor responses.

---

2 Proportional-Derivative.
3 Proportional-Derivative-Derivative.
A multivariable adaptive self-tuning controller was used to control forced vibrations in a rotor by Sun L. et al. (1998) at the University of Melbourne. The researchers used an active hydrodynamic bearing as a third bearing to add damping to the system. The self-tuning regulator was implemented to control oil-film thickness in the third bearing located between the load-carrying ball bearings. The system was designed to cope with non-linear fluid-film bearing characteristics, parameter variations and parameter uncertainty. The simulations indicated that the self-tuning regulator was suitable for forced vibration compensation. The inclusion of a reference signal in the cost function improved the results.

Sliding-mode control and magnetic actuators were also used to damp vibrations in circular saws (Sun J.C. et al. 2000). The objective was to reduce vibrations in the saw blade, i.e. the vibrations in the axial direction of a rotor. The tests showed a significant reduction in the cut width. The system was realised in a sawmill and is working in a production line. The study is slightly off focus for the present work, being concerned with axial rather than radial vibrations.

Rotor vibrations have been compensated with feedforward control using the Convergent Control method (Järviluoma & Valkonen 2001, 2002). The study was conducted by VTT and the Helsinki University of Technology. The reference signal used for control was derived from the rotational speed measurement. The test bench consisted of a large and heavy rotor (diameter 320 mm, length 4 000 mm, weight 800 kg) supported by roller bearings at the ends. The actuating forces, generated by hydraulic cylinders, were applied to the rotor through a third roller bearing located within the bearing span, close to one end of the rotor. The control objective was to minimise the response at the centre of the rotor. The response at the frequency of rotation and its second multiple were successfully attenuated.

The studies presented above used a third point in the rotor for controlling the vibrations. Another approach is to integrate an actuator with a load-carrying bearing. This was done by Ehmann et al. (2003) at the Technical University of Darmstadt. A piezo-actuator was integrated inside one of two roller bearings in a rotor. Two disks were attached to the shaft. Two different controllers were considered: an integral-force-feedback controller and a robust controller designed with $\mu$-synthesis (Ehmann et al. 2003). The use of active control
significantly reduced the response of the rotor. Przybyłowicz (2004) presented another study of an integrated bearing-piezo-actuator device. The piezo actuators acted on the body of a journal bearing. The advantage of these integrated bearing-actuator devices is their compact construction: no significant extra space is required. The challenges lie in achieving a sufficient force, if the rotor is heavy, and also in achieving good controllability if the bearings are located close to nodal points.

Finally, as an example of semi-active control, a magneto-rheological (MR) fluid damper was introduced into a rotor system in (Wang & Meng 2002) of Shanghai Jiao Tong University. A rotor, 500 mm in length, 9.5 mm in diameter, was supported by two bearings, one of them integrated with the magneto-rheological damper. An overhanging disk was attached to the non-drive end of the rotor. The damper was controlled by changing the electrical current through the damper manually. The experiments showed that the damper had an effect on the stability of the rotor. In this author’s view, this was due to the follower forces exerted on the rotor by the damper. Forte et al. (2004) used MR fluids to design a squeezed film damper to control rotor vibrations. The experiments, with a test rig similar to that used in this author’s work, were carried out to show the benefits of adjustable damping control when exceeding the critical speed. A third MR damping device, also integrated with the bearing, was explored by Zhu et al. (2002). The researchers demonstrated how the unbalance response of an overhanging rotor can be controlled by the MR device.

1.3 Goal & scope

The goal of this work was to shed light on the design and application of active vibration control systems for rotors. The aim was to cover the complete design path from understanding the dynamics of rotor systems to their identification, controller synthesis, and finally the implementation of controllers. At the start of the work, there were general research questions such as:

- What can be achieved with active control?
- What are the boundary conditions and restrictions?
- How should a control system be realised and algorithms implemented?
The main focus of the thesis was on mass unbalance compensation algorithms. Feedforward and repetitive control methods were developed and validated for this purpose. To cover the complete design path, identification methods, suitable feedback control, and implementation issues were also studied. The research questions became more focused:

- What has to be known about the controlled rotor system and what is the accuracy required?
- What algorithms should be used? What directs the choice between the three algorithms examined?
- What are the benefits (mainly in terms of performance, but also reliability) of the different algorithms?
- What are the requirements for the control system (with regard to the computational power, the bandwidth, and the force required)?

Technically, the aim of this work was to construct a test environment for the active vibration control of rotors, to identify it, and to design and test active vibration control systems. The systems would have to reduce the displacement response in the rotor and extend the operating range of the test system beyond its critical speed. Adaptation to rotor speed changes was a central property required of the control system to be designed.

The test environment was envisaged as a rotor supported by conventional bearings, with control forces generated by a non-contacting auxiliary actuator. This work was designed to be a step towards the final goal of developing a generic intelligent control system for heavy rotating machines. Therefore, the plan was to study the applicability of the test environment, to relate the results to practice, and to point the way for further research.

The work was focused on the vibrations in the rotor. The objective was to minimise the displacement in the radial direction in the neighbourhood of the displacement transducers. The actuator was able to produce forces in the radial direction only.

As explained, the concept studied was different from active magnetic bearings; a support function was unwanted as the rotor was supported by its bearings. The
generation of low-frequency (near DC) forces was avoided in the controller design to prevent the actuator from bending the rotor and to study what can be achieved with the small (or practical) actuation forces. Also, in the current test environment, the actuator would have been able to virtually eliminate the critical speed if pushing it up to higher frequencies by using an aggressive proportional position control. Pushing the critical speed up to high frequencies would have meant an unfruitful set-up for any research: a rotor without restrictions due to its critical speed.

1.4 Organisation of the thesis

This thesis first presents the rotor vibration control problem and the general principles involved in attenuating the vibrations. Secondly, identification, feedback and feedforward control systems are presented and validated using the test environment in Chapters 3 and 4. Thirdly, a newer method called repetitive control is presented in Chapter 5 as a challenger to the methods previously studied. Finally, a comparison of the methods is presented.

In Chapter 2, the dynamic models of rotor systems are presented, beginning with the Jeffcott rotor and ending in a more general formulation. The characteristics of rotor systems and the nature of excitations are discussed. The chapter also contains a motivating discussion of the benefits of active vibration control of rotors.

The identification method and the feedback and feedforward control methods, to be validated in the following chapter, are presented in Chapter 3. The principle of the identification method, applicable to rotating systems, is presented first. The use of a relatively simple feedback method to tune the plant characteristics suitable for feedforward systems is then presented. Finally, two feedforward methods for compensating periodic signals are presented.

Chapter 4 comprises the validation of the methods presented. The test environment used and two different utilised layouts are presented and the results of the validating tests are shown. The results comprise the rotor responses with and without the controllers. The choices for algorithm parameters in terms of practical implementation are also discussed. This chapter forms a benchmark for the repetitive control concept introduced in the next chapter.
Chapter 5 presents the repetitive control method, and the gradient-based repetitive control law is developed further for variable speed rotor vibration control. The chapter contains validating experiments in the test environment. The theory and the experimental work concerning the repetitive control are reported in the same chapter because of the novelty and the differences of the method with respect the other method.

Chapter 6 is a summarising chapter pointing out the similarities and differences of the algorithms, together with a comparison of the algorithms. Performance and implementation issues of all the algorithms in question are discussed. Lastly, the results achieved are discussed in Chapter 7.

Appendix A presents quality grades for rotor balancing. Appendix B describes shortly positive real systems and Appendix C present the system models and filters used in the experimental part of this thesis.

### 1.5 Scientific contribution

This work provides new information about the identification of rotor systems and active control systems for rotor vibration control. The work covers the full path from identification to controller synthesis and validation. The following points are original contributions of this work:

- A new identification procedure for run-time rotor identification was formulated such that load disturbances were taken into account. This was done by using a model augmentation technique and a reference signal. (Tammi 2005).

- The different roles of the feedback and feedforward controllers were pointed out (Tammi 2003a, Tammi 2003b). The work led to the design of some tools applicable to the construction of the new algorithms. (Tammi 2005).

- The derivation of the discrete-time feedback equivalent for the frequency-domain feedforward algorithm with an instantaneous coefficient update (called Convergent Control or Higher Harmonic Control) was presented
(Hätönen et al. 2006, Daley et al. 2006). The author participated in the derivation and carried out the implementation of the algorithm and its validation on the rotor test environment.

• The repetitive control algorithm was extended so as to be applicable to variable speed rotors. A novel algorithm consisted of a filter with adaptive delay time and two combined filters manipulating the control signal. The algorithm was implemented and validated in the rotor test environment and its stability analysis was presented. Differences of repetitive control with respect to the other two algorithms studied were also pointed out. (Tammi et al. 2006a, 2006b). The author’s contribution was the modification of the basic algorithm for a variable speed rotor together with its implementation and validation in the test environment. The author also carried out the stability analysis for the new algorithm presented in Chapter 5.

• As an important contribution to connecting the theoretical and experimental domains, all the algorithms presented have been validated by experiments. The experimental work with the desktop test environment confirmed the effectiveness of the algorithms, facilitated their comparison, and helped in gaining knowledge about their implementation issues. All the algorithm implementations and the experimental work were carried out by the author.
2. Dynamic rotor systems

This chapter presents the rotor models, starting with the Jeffcott rotor and ending with more complex rotor system models. At the end of the chapter, the importance of the current research topic is argued in the light of two motivating examples.

2.1 Jeffcott rotor

According to a historical overview by Nelson (2002), experts discussed the significance of the critical speed and the possibility of super-critical operation at the end of the 19th century. Some studies indicated that the rotor response would increase without limit beyond a certain speed. Other studies predicted that a resonance-like phenomenon would occur at a certain speed. This speed was called the critical speed by Dunkerey. Some studies indicated that the critical speed was the maximum achievable speed of a rotor until Foppl’s analysis and Kerr’s experiments showed that the critical speed can be exceeded. (Nelson 2002).

Jeffcott (1919) published a paper confirming Foppl’s theory and the simplest rotor model got the name the Jeffcott rotor. The rotor consists of a flexible shaft, with zero mass, supported at its ends (Figure 1). The supports are rigid and allow rotation around the centre axis of the shaft. The mass is concentrated in a disk, fixed at the midpoint of the shaft. The rotor system is geometrically symmetric with respect to its rotational axis, except for a mass unbalance attached to the disk. When rotating, the mass unbalance provides excitation to the system. Hence, the excitation is sinusoidal, occurring only at the speed of rotation.

![Figure 1. The Jeffcott rotor consists of a shaft, a disk, and a mass unbalance. The coordinate directions shown are used in this work.](image)
A complex variable can be adopted to describe the displacement of the disk centre in the Jeffcott rotor. The displacement in the Cartesian coordinate system is then

\[
y_X = \text{Re}(r) \\
y_Y = \text{Im}(r)
\]

where \(r\) is the complex radial displacement of the disk in the \(XY\) plane. The equation of motion at a constant speed of rotation is described by

\[
m\ddot{r} + c\dot{r} + kr = m_u r_u \omega^2 e^{i\omega t}
\]

where \(m\) is the mass of the disk, \(c\) is the damping constant representing an external source of damping, \(k\) is the spring constant, equivalent to the stiffness of the shaft. \(\ddot{r}\) and \(\dot{r}\) are the second and first time derivatives of radial position. On the right-hand side, \(m_u\) is equal to the unbalancing mass, \(r_u\) is the distance of the unbalance from the geometrical centre of the rotor, \(\omega\) is the rotational speed, \(i\) is the imaginary unit, and \(t\) is the time variable. The real part and the imaginary part of \(r\) can be understood as perpendicular coordinate values of the position of the disk. The excitation is a sinusoidal, rotating, force at the angular frequency \(\omega\).

The critical speed is equal to the undamped natural frequency of the Jeffcott rotor\(^4\). The undamped critical speed in radians per second and relative damping can be expressed as

\[
\omega_c = \sqrt{\frac{k}{m}}, \quad \xi = \frac{c}{2\sqrt{km}}
\]

The mass unbalance can alternatively be accounted for as the eccentricity, which describes the relative distance between the centre of gravity and the geometrical centre of rotation.

\(^4\) In the literature, the critical speed may be defined as the undamped or damped natural frequency. Sometimes it is defined as the speed at which the maximum response occurs.
With these definitions, Equation (2) can be written

\[ \ddot{r} + 2\dot{\omega}\omega_r\dot{r} + \omega_r^2 r = \varepsilon\omega^2 e^{i\omega t} \]

(5)

The Jeffcott rotor is originally modelled as two separate one-degree-of-freedom oscillator systems. Both oscillators have equal mass, damping and spring constants. The system still has its place as an analysis tool and a simple model of rotor systems. This thesis uses the Jeffcott rotor to justify the use of active control and to study what can be achieved control and what requirements are imposed by an active vibration control system.

The unbalance response of an oscillator can be expressed as a function of the frequency of rotation

\[ H_{J\omega}(i\omega) = \frac{\varepsilon\omega^2}{\omega_r^2 - \omega^2 + i2\xi\omega_r\omega} \]

(6)

The excitation and the response are equal to zero at zero frequency; in the resonance region the magnitude of the response is defined by the relative damping. At frequencies above resonance, the displacement response approaches a constant value defined by the eccentricity

\[ H_{J\omega}(i\omega) \xrightarrow{\omega \to \infty} = -\varepsilon \]

(7)

Figure 2 shows the response as a function of frequency, scaled to the critical speed, with different values of relative damping. The analysis also shows that the response is in phase with the excitation at zero frequency. At resonance, the phase lag of the response is 90° with respect to the excitation. At high speeds, i.e. speeds significantly higher than the critical speed, the phase lag is 180°. In other words, the Jeffcott rotor rotates around its centre of gravity at high frequencies; the transition from rotational movement around the geometrical centre to rotational movement around the centre of gravity is called critical speed inversion (Vance 1987).
Figure 2. The response of a one-degree-of-freedom oscillator with excitation proportional to the square of the rotational speed plotted for a relative damping of 1%, 10%, and 30%.

2.2 General mechanical models

The Jeffcott rotor does not take into account more complicated mechanics, flexible bearings, nor speed dependency due to gyroscopic effects. Therefore, more complicated modelling methods have been developed. This section presents some basic concepts in dynamic mechanical models and presents an overview of rotor modelling and typical excitations. Also, a brief introduction to natural modes and natural frequencies is shown, because this thesis later refers to those concepts and experimental modal analysis. In case of further interest in mechanical models, see the textbooks of Meirovitch (1997) and Genta (2005), for instance.

Assume a mechanical system, described by differential equations motion

$$M\ddot{y} + C\dot{y} + Ky = u$$  

(8)
where $M$, $C$ and $K$ are respectively mass, damping, and stiffness matrices; $y$ is now a real-valued displacement vector. The matrices are square, with the dimensions equal to the number of degrees-of-freedom. $M$ and $K$ are real symmetric matrices, and moreover, $M$ is positive definite. The equation of motion may be obtained, for instance, by combining a set of lumped-parameter equations, or by modelling a structure using FEM\(^5\), which is the standard way to model mechanical systems.

The mechanical systems are usually characterised by natural modes and natural frequencies. They are obtained by solving a free vibration problem. Damping is often disregarded to make the forthcoming eigenvalue problem simpler. Assuming $C = 0$ and $u = 0$ the equation of motion becomes

$$M\ddot{y} + Ky = 0$$

(9)

**Remark 1**

The approximation $C = 0$ is relatively accurate for ordinary mechanical systems that have low damping. For gyroscopic systems, rotor systems with fluid film bearings, etc. this assumption is less accurate (Genta 2005). However, it is common practise to characterise dynamic mechanical systems in this way.

The equation may be solved using a trial

$$y(t) = e^{\omega t}v$$

(10)

where $\omega$ is a scalar and $v$ is a vector length equal to the number of degrees of freedom. The natural modes and the natural frequencies of the system appear as non-trivial solutions of

$$(K - \lambda M)v = 0, \; \lambda = -\omega^2$$

(11)

---

\(^5\) Finite Element Method
Because $M$ is positive definite and a symmetric matrix with real elements, it can be decomposed into two matrices

$$M = P^T P$$  \hspace{1cm} (12)

where $P$ a real non-singular matrix (Meirovitch 1997). The decomposition is always possible if $M$ is positive definite. A coordinate transformation is performed using matrix $P$

$$v = P^{-1} \psi$$  \hspace{1cm} (13)

where $\psi$ is a vector and where $P^{-1}$ exists, because $P$ is non-singular. Manipulation of the first eigenvalue problem leads to another eigenvalue problem

$$(K - \lambda P^T P)P^{-1} \psi = 0$$

$$(P^{-1})^T K P^{-1} \psi - \lambda (P^{-1})^T P^T P P^{-1} \psi = 0$$

$$(P^{-1})^T K P^{-1} \psi - \lambda \psi = 0$$  \hspace{1cm} (14)

where $(P^{-1})^T K P^{-1} \psi - \lambda \psi = 0$ is the equivalent eigenvalue problem to the problem $K \psi - \lambda M \psi = 0$ (Meirovitch 1997). The solutions for the eigenvalue problems described can be written in a compact form

$$K \phi = M \phi \Omega$$  \hspace{1cm} (15)

where $\phi$ is the orthogonal eigenvector (natural mode) matrix and $\Omega$ contains the eigenvalues (squares of natural frequencies) in its diagonal. The eigenvectors and modes are real valued for a symmetric $M$ and $K$ (Meirovitch 1997). The symmetry is a common feature for ordinary mechanical systems. Here, the ordinary mechanical systems do not contain significant interactions with rotating components, fluids, electro-mechanical systems, etc. From the orthogonality relations, it follows

$$\phi^T M \phi = I$$

$$\phi^T K \phi = \Omega$$  \hspace{1cm} (16)
Finally, the equation of motion in (8) becomes

\[ \phi^T M \phi \dot{\psi} + \phi^T C \phi \dot{\psi} + \phi^T K \phi \psi = \phi^T u \]

\[ I \dot{\psi} + \phi^T C \phi \dot{\psi} + \Omega \psi = \phi^T u \]

(17)

If the damping matrix \( C \) is presented as a linear combination of \( M \) and \( K \), the equations are completely decoupled by the transformation \( y = \phi \psi \) between the modal coordinates and the physical coordinates. This is a common way to approximate damping when modelling mechanical systems. However, for rotor systems the matrices are not generally symmetric. The effects of rotation (gyroscopic and Coriolis forces), non-symmetric bearings, and interactions with the environment make the rotor model asymmetric (Vance 1987, Genta 2005, Hynninen 2002). Later in this work, matrices \( \phi \) and \( \Omega \) will be determined experimentally to characterise the dynamics of the test environment used.

The present work deals with Equation (8) without assuming symmetry in the matrices. In the experimental work, the rotor system is identified at different speeds of rotation. The results show that the set-ups used in the work are somewhat speed dependent, but not drastically so. The equation of motion can be expressed in the state-space form

\[
\begin{bmatrix}
0 \\
I \\
-M^{-1}K \\
-M^{-1}C
\end{bmatrix}
\begin{bmatrix}
x(t) \\
0 \\
-M^{-1}K \\
-M^{-1}C
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
-M^{-1} \phi^T \\
0
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
-M^{-1} \phi^T \\
0
\end{bmatrix}
\begin{bmatrix}
x(t) \\
0 \\
-M^{-1}K \\
-M^{-1}C
\end{bmatrix}
\begin{bmatrix}
u(t) \\
0 \\
-M^{-1}K \\
-M^{-1}C
\end{bmatrix}
\]

(18)

where \( x \) contains the states of the system, the first half of the vector representing displacements of each degree of freedom and the second half representing velocities of these degrees of freedom. As noted before, matrix \( M \) is positive definite and thus invertible. Mechanical systems are typically modelled with FEM and thus have a large number of degrees of freedom. For control synthesis point of view, such models are impractically large and require the use of a model reduction technique. For instance, Tammi et al. (2004) showed a modular compression procedure for mechanical systems based on the method by Craig & Bampton (1968). The advantage of this method is the modular approach and the possibility to model the rotor as a separate component exhibiting the phenomena due to rotation (Klinge 2002).
The Jeffcott rotor model assumed that mass unbalance is a significant source of excitation. This is also the case with more general rotor systems. In addition, excitations are generated at harmonic frequencies. For instance, misalignment of bearings, or non-isotropic stiffness distribution with a loading force, generates an excitation at twice the rotation frequency (Vance 1987). The phenomenon can be understood by considering modulation of signals; any interaction force between the rotor and its surroundings is modulated by the frequency of rotation. If the interaction forces do not rotate together at the same frequency with the rotor, the modulated force is spread over harmonic frequencies.

2.3 Motivating examples

The motivation for the work came from the tightening requirements on performance and durability. Improved control of the resonance behaviour in the critical speed region can help in meeting the requirements. An active control method for reducing rotor responses provides a possibility to increase the machine speed (capacity) and still meet the specifications. On the other hand, active control may also allow a lighter design or cheaper components. Mechanical systems have an inherently low damping, often 0.1 % to 5 %. This implies that means to increase the damping, or to compensate an excitation, may reduce responses significantly in the resonance region. For the same reason, the forces required remain in an achievable region, even for heavy rotors.

2.3.1 Active control of Jeffcott rotor

The Jeffcott rotor model is further analysed in order to clarify what can be achieved with active control. If controlled actively, Equation (5) becomes

\[ \ddot{r} + 2\xi\omega_r \dot{r} + \omega_r^2 r = \varepsilon \omega^2 e^{i\omega t} + \frac{u_{ac}(t)}{m} \]

where \( u_{ac}(t) \) is the complex valued active force determined by a control algorithm. The optimal way to control the vibrations would be to cancel the excitation completely in such a way that
In practice, this active control force is difficult to realise on the basis of Equation (20), because the unbalance and its position are typically unknown. This is the reason to study different adaptive compensation algorithms as it is done in this thesis.

The following example shows that active control reduces the response or allows a larger unbalance in the rotor compared with the situation without active control. The standards (e.g. ISO 1940) give quality grades for balancing a rotor. The typical quality grades can be found in Appendix A. The grades, also referred to as $G$-values, define a measure of static unbalance as

$$V_G = \varepsilon_{\text{max}} \omega_{\text{max}}$$

where $\omega_{\text{max}}$ is the maximum allowable angular velocity and $\varepsilon_{\text{max}}$ is the maximum eccentricity.

As an example, let us consider the Jeffcott rotor as a component in a machine. The disk has a weight of 1 000 kg and rotates at a maximum of 3 000 rpm. The maximum eccentricity of the rotor is limited because the response due to mass unbalance is limited to a certain level for functional reasons in the machine. The disk has to be manufactured to a quality grade of 6.3 mm/s in order to meet the requirement. Let us then assume that an active dynamic force can be applied to the disk. The sinusoidal force can be controlled in the radial direction and it has an amplitude of 1 500 N. This force is controlled in such a way that the net force acting on the disk is minimised. In this case, the compensation of the excitation reduces the response of the rotor as if it were balanced to a quality grade of 1.5 mm/s. On the other hand, the manufacturing tolerances of an actively controlled rotor can be relaxed. The use of active control allows balancing to a quality grade of 11 mm/s while maintaining a response corresponding to a quality grade of 6.3 mm/s in a passive system. The relaxation in the quality grade can mean a significant reduction in rotor manufacturing cost.

The example assumed a sinusoidal radial force with an amplitude of 1 500 N. In the case of active magnetic bearings with traditional silicon steel laminates, the
maximum force can approximately be derived from the bearing dimensions (Lantto 1999)

\[ u_{\text{max}} = L_{\text{AMB}} D_{\text{AMB}} \cdot 20 \frac{\text{N}}{\text{cm}^2} \tag{22} \]

where \( L_{\text{AMB}} \) is the length of the magnetic bearing and \( D_{\text{AMB}} \) is the diameter of the rotor at the bearing. This indicates that the required dimensions are realistic for a 1 000 kg rotor; the force can be realised with the bearing dimensions \( L_{\text{AMB}} = 75 \text{ mm} \) and \( D_{\text{AMB}} = 100 \text{ mm} \).

As a conclusion, larger unbalance values can be allowed in a rotor if active control is used. Active control may be used to achieve lower production costs, to improve the working process, to increase the operating range, or to extend the service life of the machine. However, supplementary components are always required for active vibration control. These components cause additional cost, require design and need maintenance. Hence, the use of active control is a trade-off between the benefits and the required extra effort.

### 2.3.2 Benefits in design and in product line

This section briefly explains the motivation for the work. The explanation presented is the author’s view on the design of industrial rotors, with arguments for implementing active control systems in industrial applications.

Today’s variable-speed rotors with conventional journal or rolling element bearings are often designed to work in the sub-critical range. Their maximum speed of operation may be limited to less than one third or one half of the critical speed. This is common for variable-speed rotors found in industrial machinery. The reason for limiting the speed is the avoidance of an excessive dynamic response that can reduce the process quality, shorten the life of machine components, or cause disturbances in the environment of the machine. A relatively simple specification is to restrict the speed of operation such that rotation harmonics do not coincide with the bending resonance. Restricting the speed of rotation is an effective way to avoid resonant responses, because the mass unbalance excitations are proportional to the rotation speed squared. This
design philosophy leads to relatively heavy structures but robust machines with a restricted operating range.

Constant-speed rotors with conventional bearings can be designed to be super-critical in order to achieve a higher speed and thus a higher power. The critical speed is usually crossed rapidly, but continuous operation at the critical speed is not allowed. This is the case with turbo machinery, large power generators and high speed pumps, for instance. Such a design leads to a higher power density with respect to machine mass than for sub-critical machines, but also to a restricted operating range.

The choice between a variable-speed and a constant-speed machine and the choice between lower and higher power output face the designer with trade-offs. Today, the trade-off problem is often solved by offering different products for each purpose: heavy sub-critical products with a wider operating range, and lighter super-critical machines with a restricted operating range. Figure 3 presents a classification of rotating machines: the restrictions lead the design to flexible variable-speed machines with a lower power output, or constant speed machines with a higher power output. For heavy industrial machines, a tailored product must be designed for each purpose.

The AMB technology has offered one solution for this problem. The technology is rapidly gaining ground in high-speed pumps and compressors. The active vibration control concept studied in this thesis aims to offer a similar solution for heavy industrial rotors on conventional bearings where AMBs are not necessarily applicable. The concept is believed to offer a solution for the problems explained. It is designed to be an add-on device that may be applied to virtually any rotating machine. The benefits of application are found in performance (see the Jeffcott rotor example), process quality, life-cycle of components, but also in a wider product line based on the same basic product.
Figure 3. Active vibration control solutions are designed to help in covering new operating areas.
3. Identification, feedback and feedforward methods

The theoretical framework of the identification, feedback and feedforward methods used are presented in this chapter. These methods have been applied in a test environment and results are presented in Chapter 4. The results are to be compared with the results achieved with repetitive control.

An identification procedure is developed to enhance the estimation of rotor system parameters in order to identify a dynamic system under external load disturbances. The system model achieved is then utilised for active control of vibrations. The feedback control method is applied to tune the system characteristics favourable for the other control methods applied. The feedforward methods (and the repetitive control method in Chapter 5) are designed to compensate periodic excitations due to rotation. These methods are applied to work together with the feedback control system.

3.1 New method for identification

Run-time identification of a rotor system is often desirable, because the dynamic behaviour of a rotor may be dependent on its rotation speed and operating conditions. The accuracy of an ordinary identification procedure based on input-output measurements and a standard FRF estimation method can be degraded by excitations that are not measurable at the system input. In rotordynamics, rotation harmonics cause excitations of this kind. These rotation harmonics appear at the frequency of rotation and its multiples (or sometimes submultiples), being caused by rotor unbalance, alignment errors, asymmetry in the rotor or its bearings, etc. (Vance 1987, Genta 2005). Such excitations may be estimated from a machine’s geometry, but they are not accessible to direct measurement. Dealing with deleterious excitations during identification usually requires judgment of an operator. For example, the operator can exclude the harmonics before carrying out the modal analysis, or filter the corresponding

---

6 Frequency Response Function
peaks out during the frequency response function measurement. This thesis presents a simple method for compensating such peaks that assumes a suitable reference signal is available. The method is developed in order to reduce the need for human intervention in identification, and thereby making the identification procedure automatic. Automatic identification is considered important in order to develop adaptive vibration control systems for rotors.

Recently, Moore et al. (2005) addressed the automatic identification problem in modal parameter estimation; the non-measured periodic excitations affect the estimated damping values and the mode shapes. Similar solutions for the problem have been developed for secondary-path estimation in active noise control (Kuo & Morgan 1996 and Hansen & Snyder 1997). These estimation methods take the periodic signal fed into the system into account in a manner similar to that presented here. Eriksson et al. (1999) compared off-line and on-line estimation methods; on-line estimation was found to be complex and computationally expensive. Meurers & Veres (2002) considered the implementation issues of a computationally light on-line secondary-path estimation method. In their study, the computationally light method meant avoiding spectral analysis in the disturbance estimation. Bao et al. (1993) compared identification and excitation methods that minimally perturb the plant to be controlled. The identification method presented in this work is also a computationally light method that compensates load disturbances due to rotation before the actual identification. The method presented uses a reference signal in a similar way as it is used in feedforward control.

The new identification scheme studied is visualised in Figure 4: a system to be identified is excited by measurable excitations, \( u(n) \), and unknown disturbances (non-measurable excitations), \( d(n) \). The response, \( e(n) \), is a sum response of these two excitation components. Carrying out the identification from \( u(n) \) to \( e(n) \) can result in the dynamic system having a spurious resonance peak at the frequencies of \( d(n) \); this is the problem to be overcome by the present work. In order to accomplish this, the rotor system is considered as two coupled systems to be identified: 1) the dynamic system from measurable excitations to the output, and 2) the dynamic system from the reference signal to the output. The former describes the dynamics of the actual plant. The latter describes the transfer of the forced vibrations due to rotation. Since the forced vibrations cannot be measured for use as the input signal, they are replaced by a signal...
correlating with the forced vibrations. The replacing signal used is a sinusoidal reference signal, \( r(n) \), derived from the rotation speed measurement (actually, the rotation speed is estimated from the revolution pulse measurement).

![Diagram](https://via.placeholder.com/150)

**Figure 4. The rotor system to be identified with the disturbance.**

In identification terminology, the rotation harmonics described above were interpreted as load disturbances unobservable in the input of the system (Hjalmarsson & Ljung 1993). This thesis investigates a simple idea for taking these disturbances into account and mitigating their influence on the identification result. The idea originates from the textbook of Maciejowski (2002), where an example of predictive control showed how to compensate the constant load disturbance in the output of a system.

Consider the equation of motion in Equation (18). Discretising results in

\[
\begin{align*}
x(n+1) &= A_p x(n) + B_p u(n) \\
y(n) &= C_p x(n)
\end{align*}
\]

where \( x(n) \) is the system state vector at the time instant \( t = nT_s \) where \( T_s \) is a constant sampling time and \( n = \{0, 1, \ldots, \} \). Matrices \( A_p, B_p, \) and \( C_p \) with dimensions described in Section 2.2 represent the plant dynamics \( i.e. \) the
dynamic system to be identified). \( y(n) \) contains the system displacements as usual. Note that matrix \( C_p = [I \ 0] \) in Equation (18) and Equation (23).

The Internal Model Principle by Francis & Wonham (1975) states that a control system must have a model, or some information, of a disturbance in order to compensate the disturbance perfectly. In the present work, this means modelling the oscillating disturbance within the process or using an external signal correlated with the disturbance. The use of the reference signal was seen as a natural solution for a rotor system, since the speed of rotation is often measured and the disturbances occur at the rotation frequency and its multiples. Furthermore, the same reference signal is also being used for the feedforward compensation methods. The augmented system with supplementary input for the reference signal

\[
\begin{bmatrix}
    x(n+1) \\
    d(n+1)
\end{bmatrix} =
\begin{bmatrix}
    A_p & 0 \\
    0 & A_d
\end{bmatrix}
\begin{bmatrix}
    x(n) \\
    d(n)
\end{bmatrix} +
\begin{bmatrix}
    B_p & 0 \\
    0 & B_d
\end{bmatrix}
\begin{bmatrix}
    u(n) \\
    r(n)
\end{bmatrix}
\]

\[ e(n) = [C_p \ I] \begin{bmatrix} x(n) \\ d(n) \end{bmatrix} \quad (24) \]

where \( r(n) \) is the sinusoidal reference signal that is correlated with the disturbance. Matrices \( A_p \) and \( B_d \) filter the reference signal in such a way that it represents the disturbance in the system output. In Figure 4, the pulse transfer function of the disturbance is visualised from \( d_1(n) \) to \( d(n) \). In Equation (24), however, the transfer of the disturbance is considered as a transfer function from \( r(n) \) to \( d(n) \). Hence, the reference signal \( r(n) \) acts as a proxy for the disturbance \( d_1(n) \).

**Remark 2**

The reference signal must correlate with the forced vibrations to be able to compensate that particular frequency at the output.

For the experimental work, the plant model is required in the form of a pulse transfer function from the actuator \( u(n) \) to the rotor displacement \( y(n) \)

\[
H_p(q) = \frac{b_{m_0}^p q^{m_0} + b_{m_1}^p q^{m_1-1} + \cdots + b_{m_0}^p}{q^{m_p} + a_{n-1}^p q^{n_p-1} + \cdots + a_0^p} \quad (25)
\]
The choice of the polynomial degrees (model order) is discussed below together with experimental identification. A pulse transfer function from the reference signal \( r(n) \) to the disturbance \( d(n) \) is

\[
H_{d}(q) = \frac{b_{m}^{d} q^{m_{d}} + b_{m-1}^{d} q^{m_{d}-1} + \ldots + b_{0}^{d}}{a_{q}^{n_{d}} + a_{n-1}^{q} q^{n_{d}-1} + a_{n-2}^{q} q^{n_{d}-2} + \ldots + a_{0}^{q}}
\] (26)

The order of \( H_{d}(q) \) should be based on the number of spectral components in the reference signal. Two model parameters per sinusoid in the reference signal is the maximum amount of parameters to have a persistently excited system; the persistent excitation conditions can be found in (Åstrom & Wittenmark 1995). The same conditions are also dealt later in Section 3.4.1.

The identification problem was modified into the form of the standard least squares identification. The estimated output of the system is the sum of the outputs of two sub-systems

\[
\hat{e}(n) = H_{p}(q)u(n) + H_{d}(q)r(n)
\]

\[
\hat{e}(n) = \varphi^T(n)\theta
\]  

(27)

where \( \varphi(n) \) contains the regression variables and \( \theta \) contains the parameters to be identified (Åstrom & Wittenmark 1995). Since signals \( y(n) \) and \( d(n) \) are not directly measurable, but only their sum \( e(n) \), the denominator polynomials of \( H_{p}(q) \) and \( H_{d}(q) \) cannot be chosen independently. An IIR\(^7\) filter from \( u(n) \) and \( r(n) \) to \( e(n) \) is expressed as

---

\(^7\) Infinite Impulse Response
Hence, the dynamic system to be identified has been augmented, similarly to Equation (24), by splitting it into two parts. As noticed, the systems are coupled by the common denominators. This may, however, be avoided by using a FIR representation for the transfer function filtering the disturbance, as was done in the experimental work. Standard least-squares identification shown in Åström & Wittenmark (1995) gives estimates for the coefficients

\[
\hat{\theta} = (\Phi^T \Phi)^{-1} \Phi^T E
\]  

(29)

where

\[
\Phi = \begin{bmatrix}
\varphi^T(1) \\
\vdots \\
\varphi^T(n)
\end{bmatrix}, \quad E = \begin{bmatrix}
e(1) \\
\vdots \\
e(n)
\end{bmatrix}
\]  

(30)

where \(e(n)\) is the measured output of the plant to be identified comprising the actual plant output component \(y(n)\) and the disturbance component \(d(n)\). The identification procedure presented is used for the rotor system identification before the experimental validation of control algorithms. The identification results are presented in Section 4.3.
3.2 Outline of control systems

The active control systems used in this work are in a cascaded configuration with an inner loop feedback controller and an outer loop “feedforward” controller. Figure 5 shows the rotor system controlled by the feedback and the feedforward controller. Notice that the systems in this section are presented as continuous-time systems, contrary to the previous section.

The control force $u_{ac}(t) = u_{fb}(t) + u_{ff}(t)$ is a sum output of the feedback and feedforward controllers. The excitation $d(t)$ is considered as a forced displacement added to the rotor system output $y(t)$. The measured displacement is $e(t) = y(t) + d(t)$. The feedforward controllers use the system output and the reference signal $r(t)$. The reference signal is composed of a sinusoid or a sum of sinusoids corresponding to the disturbance frequencies to be compensated. The purpose of active control methods is to drive the measured displacement $e(t)$ to zero.

Figure 5. The feedback and feedforward controllers with the rotor system.

3.3 Feedback control

Velocity feedback control has been a popular method for collocated active control. The idea of the collocated velocity feedback is to measure vibration velocity at a sensor that is collocated with a corresponding actuator and to derive a control force for the actuator by using that particular velocity measurement only. It is a relatively simple method and stability can be guaranteed in the ideal case.
The statement on the guaranteed stability can be understood by considering the dynamics of a collocated system. The phase of the frequency response measured from the actuating force to the displacement at the same point varies between 0° and –180°. Introducing a phase lead by the velocity feedback method causes the phase of the system loop gain to vary from +90° to –90° (Preumont 2002). The argument of the phase varying within the given limits is a consequence of the fact that poles and zeros alternate for collocated systems; Preumont (2002) has listed feedback collocated configurations that are inherently stable for ideal systems without other delays. However, it has to be noted that practical systems always have some phase-lag due to sampling, restricted actuator or sensor bandwidth, their saturation, etc. The phase lag has to be taken into account when designing the control system.

Consider the equation of motion in Equation (18). Ideal collocated velocity feedback can be seen as a partial state feedback method

\[
\dot{x}(t) = \left[ \begin{array}{cc} 0 & I \\ -M^{-1}K & -M^{-1}(C + L_v) \end{array} \right] x(t) + \left[ \begin{array}{c} 0 \\ -M^{-1} \end{array} \right] u(t) \\
y(t) = \left[ \begin{array}{c} I \\ 0 \end{array} \right] x(t)
\]

(31)

where \(L_v\) is the feedback matrix. When collocated velocity feedback is being used, \(L_v\) has positive terms in the diagonal corresponding to the controlled degrees-of-freedom. One element in the matrix corresponds to one sensor-actuator pair. The positive diagonal terms work in a stabilising manner, as if the system damping were increased.

**Remark 3**

*Rotating machinery experts know that increasing the damping may lead to instabilities in rotor systems. The damping increase presented above has a stabilising effect on rotor systems, because it is “non-rotating” damping as the damping forces are exerted by the actuator. An example of rotating damping is the hysteretic damping in the rotor shaft. Increasing this kind of damping that rotates together with the rotor may lead to rotordynamic instability (Genta 2005).*
The feedback control method described above is very simple and classical. However, as will be shown later this was found to be a sufficient solution, since the unbalance compensation methods were responsible for a reduction in vibration levels. Moreover in this work, the feedback system is used for tailoring the plant characteristics. An additional aim is to avoid the generation of a DC component in control, since the active vibration control concept proposed is intended as a supplementary system for a rotor on conventional bearings. This is another reason why velocity feedback control methods are well suited for the problem.

The importance of dedicated mass unbalance compensation was stated similarly by Qui et al. (2001) who explored active tilting pad bearings for the active control of synchronous force (i.e. the mass unbalance effects) compensation. They compared a PID controller with a controller designed with $\mu$ synthesis tools. With $\mu$-controller, the performance of the controller was slightly improved in comparison with the classical one.

### 3.3.1 Sensor & actuator placement

Actuator and sensor placement is often left without discussion in practical research papers on active vibration control, because several restrictions exist in practice. An active control system is often not the primary function in a machine. For this reason, sensor and actuator locations are ruled by space requirements of several other functions. This can lead to non-optimal sensor and actuator positions in terms of active control.

As it will be reported later, the experimental work is carried out by using two layouts: 1) the Jeffcott rotor layout where the actuator and sensors locate at the rotor midpoint, and 2) the non-collocated layout where the actuator is located at the rotor endpoint and sensors at the endpoint and at the midpoint. For the Jeffcott rotor layout, the optimal location for the actuator and the sensor is in the vicinity of the disk, because the mass unbalance is located there, and because the vibration amplitude is largest at the midpoint. This can be understood by considering the observability and the controllability of the system.

As explained, the actuator and sensor locations cannot be chosen freely in practice. This is because many rotating machines carry out other function (e.g. a
work process) inside the bearing span and there is no place for vibration control equipment. Hence, moving the actuator location to the end of the rotor and changing to a non-collocated layout is relevant to the purpose of this study.

Utku (1998) suggested actuators to be placed in such a way that the energy absorbed by the actuators is maximised. This means placing the actuator at the spots where the motion-induced forces are largest in magnitude. These spots can be found by response analysis methods, provided that the excitation is well defined. Utku (1998) also states that this does not mean maximising the controllability of the system displacement. The statement can be understood if the criterion is the absorption of energy from the structure; the maximum displacement and the maximum energy over a frequency band do not necessarily occur in the same location.

Active vibration control systems are subjected to the spill-over phenomenon, i.e. the excitation of the un-observed high-frequency modes while achieving damping of the low-frequency modes. (Preumont 2002, Utku 1998). Spill-over can cause amplification of high-frequency components and also lead to instability, if non-modelled modes exist outside the control system bandwidth. Clark (1999) presented an overview of the methods to avoid such instability by sensor placement. The design methods presented are aimed at finding sensor placements that decouple the modes beyond the bandwidth of interest.

In this author’s experience, the evaluation of modal amplitudes can help in the determination of actuator placement. A qualitative way is to survey the modes of interest and sum up their displacements. Suitable actuator or sensor placements occur in locations where the summed displacement is high and none of the components is zero.

3.4 Feedforward control

Feedforward control methods have been widely used in rotating machinery, because they provide an effective means of mass unbalance compensation. The common idea in the algorithms is to filter a sinusoidal reference signal \( r(t) \) in such a way that it acts against the disturbances \( d(t) \) to be compensated (Figure 6). The filter parameters are adapted using the control error \( e(t) \) in the plant.
output. Two different algorithms used in this work are presented in the forthcoming sections. The rotor system and the feedback control system form together the plant from the feedforward compensation point-of-view.

![Diagram of feedforward system](image)

**Figure 6. The general working principle of feedforward systems.**

### 3.4.1 Adaptive FIR filter algorithm

Feedforward systems are based on the use of a reference signal to compensate a disturbance. The reference signal is fed through a FIR\(^8\) (discrete-time) filter that is adapted on-line in such a way that the disturbance is compensated. The reference signal may be a measured disturbance or a signal that is known to correlate with the disturbance (Fuller et al. 1996, Elliot 2001). This approach has been used, for example, in the active sound control of vehicles and ducts (Couche & Fuller 1999, Kataja 1999). For the rotor systems, mass unbalance, bearings, and interactions with a process cause disturbances at the frequency of rotation and its multiples. For the Jeffcott rotor, its mass unbalance is the only source of excitation. For real rotors, mass unbalance is one of the largest sources of excitation. Hence, a significant part of the excitation can be compensated by tackling the disturbance caused by the mass unbalance. An estimate of rotation

---

\(^8\) Finite Impulse Response
speed provides a possibility of generating a reference signal that has the same base frequency as the disturbances.

Consider the system shown in Figure 6; the objective is to minimise the absolute value of the output error signal where the plant is subjected to the disturbance. This is done by filtering the reference signal through a FIR filter; the control sequence is calculated according to

$$u(n) = \sum_{i=0}^{I} h_i r(n - i)$$

where $h_i$ are the filter coefficients, and $I$ is the order of the filter. The objective is to find such coefficients $h_i$ that the reference signal $r(n)$ compensates the disturbance $d(n)$ and thus drives $e(n)$ to zero. The outline of the derivation of the adaptive law for a SISO system is shown below according to Fuller et al. (1996).

Figure 7 shows the basic adaptation problem without a dynamic system between the filter and the error. The FIR coefficients $h_i$ must filter the reference signal $r(n)$ in such a way that $u(n) = -d(n)$.

![Figure 7. A simple adaptation problem to minimise the output error.](image)

To minimise the square of the error, a quadratic cost function is defined as

$$J = (e(n))^2$$

Minimisation of the cost function $J$ leads to an optimal set of filter coefficients (Fuller et al. 1996). This minimum is unique if the reference signal consists of at least half as many frequencies as the filter has real-valued coefficients; the reference signal is then said to be persistently exciting (Fuller et al. 1996, Elliot 2001). The optimal coefficients may be computed by using the autocorrelation properties of the reference signal and the cross-correlation between the reference
and desired signal. However, a considerable amount of data and computational effort are required to obtain a closed form solution for the optimal set of coefficients. (Widrow & Stearns 1987, Fuller et al. 1996, Elliot 2001).

An alternative solution to finding the optimal coefficients is to develop an adaptive filter. In the adaptive filter, the coefficients are adjusted sequentially in such a way that the mean square error converges towards the minimum. Each new set of data is used to re-adjust the coefficients towards the optimal coefficients. One suggestion for updating the coefficients is the steepest-descent algorithm. The coefficients are updated in the negative direction of the local gradient of the cost function

\[ h_i(n+1) = h_i(n) - \mu \frac{\partial J}{\partial h_i}(n) \]  

(34)

where \( \mu \) is the convergence coefficient. The convergence coefficient has to be a small positive number in order to ensure stability of the algorithm. According to Widrow & Stearns (1987), Widrow and Hoff proposed that the partial derivative of the cost function with respect the coefficients may be computed as the derivative of the instantaneous error with respect to the filter coefficients

\[ \frac{\partial J}{\partial h_i} = \frac{\partial e_i^2(n)}{\partial h_i} = 2r(n-i)e(n) \]  

(35)

By combining Equations (34) and (35) the weighting coefficients are updated according to

\[ h_i(n+1) = h_i(n) - \alpha r(n-i)e(n) \]  

(36)

where \( \alpha = 2\mu \) is another convergence coefficient. This update law is known as the LMS algorithm. (Widrow & Stearns 1987, Elliot 2001).

---

9 Least Mean Squares algorithm.
In the basic configuration, no dynamic system occurred between the input and the output. This is rarely the case in practice. The dynamics of the plant to be damped are taken into account by the filtered x-LMS algorithm. The update law is then

\[ h_i(n+1) = h_i(n) - \alpha r_j(n-i) e(n) \]  

(37)

where \( r_j(n) \) is generated from the reference signal by filtering it through a model of the plant (Fuller et al. 1996, Elliot 2001). The model is a time-domain model, a FIR or IIR model, for instance. In this work, IIR models are used to describe the pulse transfer function of the plant.

A known approximation for the upper limit of the convergence coefficient for the filtered x-LMS algorithm is

\[ \alpha < \frac{1}{R^2 I} \]  

(38)

where \( I \) is the order of the FIR filter and \( R^2 \) is the mean square value of the reference signal (Fuller et al. 1996, Elliot 2001). The given limit is an approximation and also other approximation exists in the literature (according to practical experiences, the limit is very approximate).

**Remark 4**

The LMS adaptation algorithm does not limit the number of frequencies to be compensated. Several spectral components may be fed through the same algorithm, if the order is sufficient. This may be considered an elegant feature compared with the other feedforward algorithms dealt with in this thesis.

Several modifications of the LMS algorithm exist. In order to adjust the stability and convergence characteristics, the leaky algorithm has been developed. Its update law is

\[ h_i(n+1) = \gamma h_i(n) - \alpha r_j(n-i) e(n) \]  

(39)
where \( \gamma \) is the leakage coefficient, a positive constant less than unity. By selecting \( 0 < \gamma < 1 \), the integrating action of the update scheme is weakened. The weighting coefficients never achieve the optimal value since they “leak away” in every update.

The algorithm in Equation (39) is manipulated further to show the behaviour of the coefficients as a function of the disturbance signal and to introduce one more update law. The coefficients and the reference signal are defined as vectors

\[
H^T(n) = \begin{bmatrix} h_0(n) & \cdots & h_j(n) \end{bmatrix}
\]

\[
R^T_j(n) = \begin{bmatrix} r_j(n) & \cdots & r_j(n-I) \end{bmatrix}
\]

\[
R^T_p(n) = \begin{bmatrix} r_p(n) & \cdots & r_p(n-I) \end{bmatrix}
\]

(40)

where the length of the vectors is equal to \( I+1 \) (\( I \) is the filter order). Vectors \( H(n) \) and \( R_j(n) \) are formed from the filter coefficients and the reference signal presented above. Vector \( R_p(n) \) represents a reference signal filtered through the actual plant. The output error may approximated as

\[
e(n) \approx d(n) + H^T(n)R_p(n)
\]

(41)

Note that the manipulation means the change in the order of the plant and the FIR filter. It has been assumed that the FIR coefficients change slowly. Otherwise, the system is time-variant and the plant and the FIR filter are not commutative. With the chosen assumption and notation, the update law becomes a function of the disturbance

\[
H(n+1) \approx \left( \gamma I - \alpha R_j(n)R^T_p(n) \right)H(n) - \alpha R_j(n)d(n)
\]

(42)

The convergence rate of the FIR coefficients can be strongly dependent on the operation point, if the plant and the plant model have high magnitude changes in their frequency responses. The maximum stable convergence coefficient must be determined at the point of the highest magnitude. The normalised LMS algorithm is developed in order to provide roughly constant convergence rate regardless the operation point. The update law is
\[ H(n + 1) = H(n) - \frac{\alpha R_f(n)e(n)}{\delta + R_f(n)R_f(n)} \] (43)

where \( \delta \) is a small number to prevent division by zero. (Treichler et al. 2001, Elliot 2001).

Under certain assumptions, the feedforward compensation system may be interpreted as a feedback system consisting of a resonator at the frequency of the signal to be compensated (Figure 8). Elliot et al. (1987) showed that the adaptive FIR filter is equivalent to a feedback system with the pulse transfer function

\[ H_{FIR}(q) = \frac{u(q)}{e(q)} = \frac{\alpha r_a}{2} \frac{q \cos(\omega_0 T_s - \phi) - \gamma \cos(\phi)}{q^2 - 2q\gamma \cos(\omega_0 T_s) + \gamma^2} \] (44)

where the filtered reference signal is defined as \( R = r_a e^{i\phi} \), and \( \omega_0 \) is the angular frequency of the disturbance signal to be compensated, and \( T_s \) is the sample interval. In the derivation, Elliot et al. (1987) have assumed a synchronously sampled reference signal and the number of FIR filter coefficients equal to an integer multiplied by half the number of samples per cycle. In addition, Elliot et al. (1987) have assumed the change of FIR coefficients to be slow with respect to other dynamics of the system.

In the same figure the transfer function from the reference signal to the FIR output is defined as

\[ H(q) = \sum_{i=0}^{\ell} h_i q^{-i} \] (45)

If \( \gamma = 1 \), the transfer function \( H_{FIR}(q) \) represents a non-damped resonator that produces high (infinite) gain at frequency \( \omega_0 \). This leads to a good disturbance rejection at that frequency, since the closed loop system from disturbance to the output error equals to

\[ \frac{e(q)}{d(q)} = \frac{1}{1 + H_{FIR}(q)G(q)} \] (46)
Remark 5

The assumptions for the derivation of the feedback counterpart for an adaptive FIR filter are somewhat stringent compared to the adaptive FIR filter parameters used in this study. The requirements on synchronous sampling and on the number of filter coefficients are not satisfied in this study. Hence, the counterpart derived may exist approximately.

3.4.2 Convergent Control algorithm

The Convergent Control algorithm represents another group of feedforward compensation methods that are somewhat similar to the adaptive FIR system with the LMS algorithm. However, some differences exist between the algorithms and the purpose of this work was study those differences and compare them with respect each other.

The principle of the Convergent Control algorithm was presented by Burrows & Sahinkaya (1983) and Knospe et al. (1996, 1997). They showed how to compensate several (harmonic) frequencies in a rotor system. They also
discussed the robustness and the optimality of the control method for MIMO\textsuperscript{10} systems. A very similar method, called \textit{Higher Harmonic Control}, was developed by Sievers & von Flotow (1988) and Hall & Wereley (1989) for helicopter blade control. These works showed the relationship with the feedback equivalent system and the practical implementation, including the means for computing the \textit{Fourier coefficients} approximately, as shown below. All these works dealt with compensating harmonic responses of rotating objects.

The feedforward method discussed in this section is based on adapting the feedforward filter coefficients in the frequency domain. The transformation to the frequency domain (the computation of \textit{Fourier coefficients}) and the transformation back to the time domain are shown below after the introduction of the control law.

Consider a dynamic system whose response is expressed by the \textit{Fourier coefficients} at discrete frequencies ($N_f$ pieces). The responses are measured at sensors ($N_s$ pieces) and the controls are exerted on actuators ($N_a$ pieces). In terms of the Fourier coefficients, the system output error may be expressed as

$$E_F(n) = G_F U_F(n) + D_F(n)$$

where $G_F$ is the complex frequency response matrix ($N_s N_f \times N_a N_f$) of the system, $U_F(n)$ is the system input (control), and $D_F(n)$ is the synchronous excitation due to rotation. $E_F(n)$ and $D_F(n)$ are vectors with the length equal $N_s N_f$. $U_F(n)$ is a vector with length equal to the $N_a N_f$. Note again that the equation describes the system dynamics at discrete frequencies, corresponding to the number of the complex Fourier coefficients. For instance, the responses of $N_f$ pieces of harmonic frequency components from one input to one output can be expressed

$$\begin{bmatrix}
E_F^{\omega_0} \\
\vdots \\
E_F^{\omega_{N_f-1}}
\end{bmatrix} =
\begin{bmatrix}
G_F^{\omega_0} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & G_F^{\omega_{N_f-1}}
\end{bmatrix}
\begin{bmatrix}
U_F^{\omega_0} \\
\vdots \\
U_F^{\omega_{N_f-1}}
\end{bmatrix} +
\begin{bmatrix}
D_F^{\omega_0} \\
\vdots \\
D_F^{\omega_{N_f-1}}
\end{bmatrix}$$

\textsuperscript{10} Multiple Input Multiple Output
where $E_F^{\omega_k}, G_F^{\omega_k}, U_F^{\omega_k}, D_F^{\omega_k}$ are the Fourier coefficients of the output error, the frequency response, the control force, and the disturbance. The index $k = \{0, 1, \ldots, N_f-1\}$ refers to the frequency concerned.

Using the notation in Equations (47) and (48), the control law is obtained by minimising the quadratic cost function

$$J = E_F^H E_F = (G_F U_F + D_F)^H (G_F U_F + D_F)$$  \hspace{1cm} (49)$$

The minimum of the quadratic control error function is found at

$$U_F = -\left(\hat{G}_F^H \hat{G}_F\right)^{-1} \hat{G}_F^H D_F = -A_F D_F$$  \hspace{1cm} (50)$$

where $\hat{G}_F$ is the estimated complex frequency response of the system (Knospe et al. 1996, Knospe et al. 1997, Åström & Wittenmark 1995). Matrix $\hat{G}_F$ may be inverted directly if the number of sensors is equal to the number of actuators and the matrix is well conditioned. To approach the optimum gradually during control, the Convergent Control method uses an integrative adaptation law

$$U_F(n+1) = U_F(n) - A_F E_F(n)$$  \hspace{1cm} (51)$$

The present work used these results to compensate the disturbance at the frequency of rotation in the rotor test environment. In order to adjust the convergence and the stability properties, the adaptation law used was armed with two coefficients

$$U_F(n+1) = \gamma U_F(n) - \alpha A_F E_F(n)$$  \hspace{1cm} (52)$$

where $\alpha$ is again the convergence coefficient (a positive number). The coefficient $\gamma$ is again the leak coefficient, a positive number less than unity. The control commands $U_F(n)$ are realised in the time domain as will be shown in Equation (56). Finally, consider the adaptation law in the following form as a function of disturbance

$$U_F(n+1) = [\gamma I - \alpha A_F G_F] U_F(n) - \alpha A_F D_F(n)$$  \hspace{1cm} (53)$$
3.4.3 Computation of Fourier coefficients

The control law of the Convergent Control method is presented in terms of Fourier coefficients, i.e. in the frequency domain. The definition of the discrete-time Fourier series of a periodic signal is

\[
E_{F_{k}}^{\text{en}} = \frac{1}{N} \sum_{n=0}^{N-1} e(n)e^{j2\pi kn/N} \tag{54}
\]

where \( E_{F_{k}}^{\text{en}} \) are the Fourier coefficients of signal \( e(n) \), and \( n = 0, 1, \ldots, N-1; N \) being the number of samples matched with the period of the signal (Proakis & Manolakis 1996). The index \( k \) corresponds to the number of the spectral line proportional to the corresponding frequency (from 0 to \( N_f-1 \)). The transformation to the time domain can be performed by

\[
e(n) = \sum_{k=0}^{N-1} E_{F_{k}}^{\text{en}} e^{j2\pi kn/N} \tag{55}
\]

According to the author’s knowledge, the common practice is to compute and update the Fourier coefficients at each time instant, or over a short time interval, without averaging over the full signal period. This approach leads to a simpler implementation and was also used in this work. The same approach has been used in the works of Sievers & von Flotow (1988), Hall & Wereley (1989). The approximate Fourier coefficients of the error signal are then

\[
E_{F_{k}}^{\text{en}} (n) \approx e(n)e^{j\omega_{k}t} \tag{56}
\]

Where \( e(n) \) is the output error signal. Note that the complex reference signal may be continuous, but it is sampled at time instants \( t = nT_s \). When averaged over an interval, the set of approximate Fourier coefficient becomes

\[
E_{F} (n) = \begin{bmatrix}
\frac{1}{N} \sum_{n' = 0}^{N-1} E_{F_{k}}^{\text{en}} (n-n') \\
\vdots \\
\frac{1}{N} \sum_{n' = 0}^{N-1} E_{F_{k}}^{\text{en}} (n-n') 
\end{bmatrix} \tag{57}
\]
where \( N \) is number of averages not necessarily matched with the period of the error signal. The length of complex-valued vector \( E_f(n) \) corresponds to the number of frequencies to be compensated \((N_f)\).

The number of samples averaged was varied in the works of Tammi (2003a, 2005); no advantages were found to arise from using long averaging times or matching the number of averages exactly to the period of the error signal. This behaviour can be understood by noting that the update law itself already contains an integrator. For this reason, relatively short averaging times with respect to the period of the error signal, or instantaneous computation, were used in the experimental work.

Returning to the time domain is achieved by multiplying the Fourier coefficients with the complex conjugate of the reference signal at frequencies \( \omega_k \), taking the real part of the signal and adjusting the gain. The control signal was

\[
    u(n) = \sum_{k=0}^{N_f-1} 2 \text{Re} \left( e^{i \omega_k T_n} U_{f_k}^{\omega_k}(n) \right)
\]

where \( U_{f_k}^{\omega_k}(n) \) are the Fourier coefficients of controls (Sievers & von Flotow 1988, Lantto 1999). Lantto (1999) also explains the reason for real part operator in Equation (56): only the real part of a signal may be realised in a practical system. The gain (2) comes from the amplitude adjustment, because only the real part was taken into account.

Figure 9 shows the scheme of computing the approximate Fourier coefficients and synthesising the time signal that correlates with the error signal component at the frequency of the reference signal. The scheme is valid for a SISO\(^{11}\) system operating at frequency \( \omega_k \).

---

\(^{11}\) Single Input Single Output
3.4.4 Instantaneous coefficient update

Although the coefficient update of the Convergent Control method was presented above as averaging the Fourier coefficients over a time interval, the update is made at each time instant in practical algorithms. Häätönen et al. (2006) and Daley et al. (2006) have shown that the Convergent Control algorithm with instantaneous coefficient update has a similar feedback counterpart as the adaptive FIR filter.

Let $U_F(n)$, $E_F(n)$, $D_F(n)$ and $A_F$ be complex numbers representing the Fourier coefficients at one frequency only ($\omega_0$), as in Figure 9. Taking the real part in Equation (58) is equivalent to

$$u(n) = 2 \text{Re} \left( e^{i\omega_0 n T_s} U_F(n) \right) = U_F(n) e^{i\omega_0 n T_s} + \overline{U_F(n)} e^{i\omega_0 n T_s}$$  \hspace{1cm} (59)

Let us describe the output $u(n)$ by means of two variables

$$U_F(n) e^{i\omega_0 n T_s} = u_1(n)$$
$$\overline{U_F(n)} e^{i\omega_0 n T_s} = u_2(n)$$  \hspace{1cm} (60)

and then analyse $u_1(n)$ and $u_2(n)$ separately. Using the update law in Equation (52) and the approximation for $E_F(n)$ in Equation (56), the first one can be formulated
\[ u_i(n+1) = e^{i\omega_0(n+1)T_s} U_e(n+1) \\
= e^{i\omega_0(n+1)T_s} \left( \gamma U_e(n) - \alpha A_e E_e(n) \right) \\
= e^{i\omega_0(n+1)T_s} \left( \mu_i(n) e^{i\omega_0nT_s} - \alpha A_e(e(n)) e^{i\omega_0nT_s} \right) \\
= e^{i\omega_0T_s} \left( \mu_i(n) - \alpha A_e e(n) \right) \] (61)

The latter one can be formulated similarly

\[ u_2(n+1) = e^{i\omega_0(n+1)T_s} \left( \gamma U_e(n) - \alpha \bar{A}_e E_e(n) \right) \\
= e^{i\omega_0T_s} \left( \mu_2(n) - \alpha \bar{A}_e e(n) \right) \] (62)

In terms of pulse transfer functions, the systems (61) and (62) can be expressed as

\[ u_i(n) = \frac{-e^{i\omega_0T_s} \alpha A}{q - \gamma e^{i\omega_0T_s}} e(n) \] (63)

\[ u_2(n) = \frac{-e^{i\omega_0T_s} \alpha \bar{A}}{q - \gamma e^{i\omega_0T_s}} e(n) \]

Bearing in mind that \( u(n) = u_i(n) + u_2(n) \), the systems may be combined to one pulse transfer function from \( e(n) \) to \( u(n) \). Hence, the equivalent feedback compensator for the controller with instantaneous coefficient update is

\[ H_{CC}(q) = \frac{2\alpha \left( q \Re(A_e) e^{i\omega_0T_s} - \gamma \Re(A_e) \right)}{q^2 - 2q \gamma \cos(\omega_0 T_s) + \gamma^2} \] (64)

This result is similar to that presented by Elliot et al. (1987) for an adaptive FIR filter with the LMS algorithm (Figure 8, Equation (42)), if the assumptions required in Section 3.4.1 are met. Herzog et al. (1996) have formulated the equivalent feedback compensators as continuous-time generalised notch filters in multivariable cases. The result in (61) – (62) holds for a MIMO system.

Both feedback equivalent systems have identical denominators representing a resonator at frequency \( \omega_0 \), as explained before. By defining the system model as in the analysis regarding to the FIR system
\[ A = \left( \hat{G}(e^{j\omega T_s}) \right)^{-1} = \left( r_a e^{j\phi} \right)^{-1} \]  

(65)

a comparable feedback equivalent system can be obtained

\[ H_{cc}(q) = \frac{2\alpha \left( q \cos(\omega_a T_s - \phi) - \gamma \cos(\phi) \right)}{r_a \left( q^2 - 2q\gamma \cos(\omega_a T_s) + \gamma^2 \right)} \]  

(66)

Hence, only the gain factors are different between two feedback equivalent systems examined. Note that the gain is inversely proportional to \( r_a \) for Convergent Control whereas it is directly proportional for the FIR filter with the LMS algorithm. Thus, the algorithms have differences in effective feedback gain and their convergence properties. Those differences are presented in the next section. The convergence coefficients (\( \alpha \)) are not equivalent for two different algorithms as there are differences in the gain factors.

### 3.5 Chapter summary

This chapter dealt with the identification and control methods to be validated and compared in the next chapter. The key idea of the identification method presented is to compensate the load disturbances due to rotation, before the actual identification. This feature is introduced to filter out forced vibrations from the responses for a more accurate identification result. The feedback control method shown is a relatively simple and robust way to add damping to a mechanical system. Two adaptive feedforward compensation methods have been introduced for rotor mass unbalance compensation: the adaptive FIR filter with the LMS algorithm and the Convergent Control method. The purpose of the algorithms is to create a compensation signal against the disturbances due to rotation. Both feedforward methods are based on the use of a reference signal correlating with the disturbance and an integrative update law to filter the reference signal in such a way that the disturbances are compensated. The reference signal can be generated when the rotation speed is known, since the excitation frequencies are correlated with the rotation frequency.

The derivation of the feedback equivalent systems showed that feedforward systems actually provide high feedback gain at the frequency to be compensated.
This leads to a good disturbance rejection at that particular frequency. Note that the FIR feedback equivalent system was derived for one synchronously sampled disturbance and with a FIR filter length equal to the half-cycle of the disturbance, or its multiple (see Section 3.4.1, and Elliot et al. 1987).

Examination of the stability of the algorithms shows that the feedforward systems require a model of the plant to be damped. The modelling accuracy has to be sufficient to describe the phase within \( \pm 90^\circ \) (Ren & Kumar 1989, Elliot 2001). The convergence rate and the performance of the algorithms can be adjusted by the convergence coefficient (error feedback gain) and by the integrator leak.
4. Experimental validation in the rotor test environment

This chapter is concerned with validating the identification and controller synthesis methods presented. First, the desktop test environment where the experimental works were carried out is presented. A more detailed description with pictures of the test environment and its components can be found in Tammi (2003b). The test environment was studied in two different layouts. The first layout was a Jeffcott-rotor-like layout (Tammi 2003a, Tammi 2003b, and Tammi 2003c). In the second layout, the actuation point was located outside the bearing span, but the objective was to damp vibrations within the bearing span (Tammi 2005, Tammi et al. 2006a).

Parameter values used during each experiment are listed and explained in the corresponding sections. See Appendix C for exact coefficients of the system models and other filters used.

The coordinate directions used in the experimental setup are defined in Figure 1 consistently with the Jeffcott rotor model. The $Z$ direction runs along the rotor shaft, $X$ represents the direction in the horizontal plane, and $Y$ in the vertical plane, respectively.

4.1 Main components

The rotor kit, modified from commercial demonstration equipment by Bently Nevada RK4, consisted of a 10-mm-diameter and 560-mm-long rotor supported by journal bearings. The mass of the rotor shaft alone was 350 g. The rotor was driven by an electrical motor with a separate control box. The desired rotational speed could be selected between 270 rpm and 10 000 rpm. The torque was transferred from the electrical motor to the rotor by means of a flexible coupling. Figure 10 shows a view of the test environment.
The body of the actuator was composed of stamped electrical steel sheets joined together by several longitudinal welds on the outer surface. A laminated structure of this kind was used to minimise iron losses in the body as is usual in magnetic circuits. The actuator body (i.e. the actuator stator part) had eight teeth forming the iron core for the radially located horseshoe electromagnets. The teeth, pointing to the centre of the actuator, were wound and the windings connected together, forming a hetero-polar actuator, i.e. the polarities of the magnets alternated along the circumference. The outside diameter of the body was 100 mm and the inside diameter was 50 mm. The actuator was fixed to the rotor kit body (Figure 11).

An armature (i.e. the actuator rotor part), also a laminated disk pack, was constructed and fixed to the rotor shaft. The actuating forces were induced through the air gap to the armature and the rotor. The outer diameter of the cylindrical armature was 47.5 mm and its length was 65 mm. The part had a conical locking mechanism for low-eccentricity fixing to the rotor. The weight of the armature and the locking mechanism together was 760 g.

Hall effect transducers were glued onto each tooth in order to measure the magnetic flux density in the air gap. This feature was incorporated in order to estimate the force exerted on the rotor. The force can be estimated without information on the flux density if the distance and the coil currents are known. However, the accuracy of the force measurement can be improved with the Hall transducers (Knopf & Nordmann 1998). The vibration amplitude of the rotor was mechanically restricted using a backup bearing to prevent the rotor from hitting the Hall transducers, the maximum allowable radial displacement being 0.3 mm.
Figure 11. Left: the actuator seen from the drive end (in the collocated layout). The backup bearing is mounted in front of the coils. Right: the actuator seen from the non-drive end; the eddy current displacement transducers are located at the front.

The control hardware (called “the control unit” below) was modified from a commercial active magnetic bearing control system (type MBC-11 provided by High Speed Tech, Ltd). It is an extensive system for controlling a magnetically levitated rotor comprising one axial and four radial degrees of freedom. Amplifiers for controlling the output currents, programmable signal processing hardware, inputs, and outputs are integrated into the control unit. The whole system including inputs, outputs, signal conditioning systems and amplifiers is run by a digital signal processor.

Each magnet in the actuator is driven by one half-bridge amplifier that can generate a current from zero to a maximum value. In other words, the direction of the coil current does not change; each pair of coils is able to exert an attraction force on the rotor. The control unit feeds a constant bias flux density into each magnet; the resulting net force exerted on the rotor is zero. In order to exert a radial force on the rotor, the currents are increased on one side of the actuator and reduced on the other side. (Lantto 1999).

In the modifications, the functions for levitating the rotor were removed from the code because the system was only used to attenuate vibrations in this research design. In the control unit, the outputs for driving the actuator currents,
communications with a personal computer, and revolution pulse input provided were used as such. The rest of the communication signals were modified for the purpose. Inputs for magnetic field measurement, seven analogue inputs for arbitrary use, and force output signals were added.

The procedures for producing the control forces were available in the control unit. The control system designed (in the control unit) determines the force required and applies the force commands to the force control system (Figure 12). The force control system is run using either flux feedback or current feedback. The flux signals are provided by the Hall transducers; the current signals are measured in the amplifiers.

![Figure 12. The control unit incorporates the current control, driven in either flux or current feedback mode. The control system applies the force commands to the force control loop.](image)

4.2 Collocated Jeffcott rotor layout

The journal bearings, the actuator and the driving motor were all mounted on a stiff foundation, considered ideally rigid in this study. The actuator was oversized for this particular purpose due to technical limitations. However, the forces used during active control were low, being less than the weight of the rotor.

The goal was to minimise the radial response in the middle of the rotor. The system was damped using a velocity-feedback controller. The control force was derived from the displacement measurements, provided by two transducers approximately collocated with the actuator. The results are originally presented

4.2.1 Layout and dynamics

The first experimental set-up was tailored to resemble the Jeffcott rotor. It was used for studying collocated control; collocation meaning that the actuator and sensor are located at the same spot. The actuator and the armature were located at the midpoint of the bearing span. The armature served as the disk of the Jeffcott rotor. The actuation point is marked by A in Figure 13; and the displacement measurement point by S. Note that the actuator and the sensor were not exactly collocated but located near each others. Hence, the experimental setup was only approximately collocated. The rotor was tailored to have the lowest bending mode with a sharp resonance at about 40 Hz (Figure 13 and Figure 14). The tailoring of the resonance frequency was made by adjusting the bearing span of the rotor.

Figure 13. The rotor was driven at the right end. The armature was located at the centre; the radial displacements were measured at the black mark (S). (Dimensions in millimetres).
A modal analysis was carried out in order to estimate the modal parameters (i.e. the modal deflection shapes, the natural frequencies, and the equivalent viscous damping values) of the mechanical system and to validate the assumption that the system behaves like a Jeffcott rotor (i.e. Equation (5) is valid). See Section 2.2 for the definition of natural modes and frequencies. The measurements were carried out on a stationary rotating rotor in the vertical and horizontal planes. The rotor was excited with an impact hammer at the non-drive end. The frequency responses were measured at six points along the rotor with eddy current transducers. The data was analysed on modal analysis software using the SDOF\textsuperscript{12} method. Altogether four natural modes were found in the modal analysis: the two lowest natural modes in both vertical and horizontal planes, Table 1. Figure 15 shows the corresponding deflection shapes of the rotor centre line. The results correspond to expectations; the lowest modes have a relatively low frequency while the second modes occur at distinctly higher frequencies. The results validated the Jeffcott rotor assumption. Naturally, modes at higher frequencies existed. However, the response of the second modes is weak, if excited at the centre of the rotor. This is because the excitation takes place close

\textsuperscript{12} Single Degree of Freedom method, a standard curve fitting method in modal parameter estimation
to the nodal point\textsuperscript{13}. The third natural modes do not have a nodal point at the centre of the shaft, but they occur at frequencies higher than those of interest for this work. The natural modes indicate rotor movement at bearings. This is due to relatively low stiffness of the bearings.

Table 1. The results of the modal analysis for the Jeffcott rotor layout (Tammi 2003b).

<table>
<thead>
<tr>
<th>Mode</th>
<th>Frequency [Hz]</th>
<th>Damping [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>horizontal (X)</td>
<td>vertical (Y)</td>
</tr>
<tr>
<td>1st</td>
<td>43</td>
<td>43</td>
</tr>
<tr>
<td>2nd</td>
<td>296</td>
<td>297</td>
</tr>
</tbody>
</table>

Figure 15. The two lowest mode shapes of the rotor. The non-deformed shape and the disk centre line are shown by the straight black lines. The triangles indicate the bearing positions.

\textsuperscript{13} A Nodal point of a natural mode has zero displacement amplitude in that particular mode.
The open-loop frequency responses were measured in order to identify the mechanical system, the actuator, and the control system together. This was to define the system parameters and again to validate the assumption concerning the Jeffcott rotor. The measurements were carried out by exciting the rotor with the actuator and measuring the frequency responses from force commands to the rotor displacement. Sinusoidal sweeps were used as the excitation. The measurements showed that the first natural modes were dominant, as expected. Figure 16 shows the second order oscillator response fitted to the measured responses.

The measurements of the open-loop system indicated a slightly lower first natural frequency than was predicted by the modal analysis. This was due to an interaction between the actuator and the mechanical system. It was mainly compensated by the flux-control loop in the control unit but a small effect remained (this negative spring effect is commonly known in electrical machines). The linearity was tested by varying the level of excitation; the system was found to be approximately linear.

![Figure 16. The responses measured at different rotational speeds, compared to the response of a one-degree-of-freedom oscillator (Tammi 2003b).](image-url)
The test environment was assumed to represent a Jeffcott rotor. To make this assumption valid, the cylindrical armature was located at the midpoint of the slim shaft. Of course, there were some discrepancies: the bearings had finite stiffness, the shaft had a mass, and the shaft was not perfectly balanced. However, the shaft stiffness was assumed dominant compared to the stiffness of the other flexible parts (the bearing stiffness, the actuator mounting stiffness, etc.). Similarly, the mass concentrated at the centre of the shaft was assumed dominant. The flexible coupling between the electrical motor and rotor was assumed to have a negligible effect. The Jeffcott rotor assumption was found to be a good first approximation. It appeared substantially simple, since it contained one natural mode with no gyroscopic effects. The actuating point of the force and the placement of the displacement transducers were approximately co-located. In practice, the displacements were measured close to the end of the armature fixed to the rotor. This approximation was justified by the fact that most of the deformation occurred in the slim shaft and not in the stiff armature.

Note that the approximation of collocated system was not particularly accurate for the second natural mode. The actuator was located at the nodal point of the second mode and the sensor was clearly off from the nodal point. However, the second mode was weakly excited because the actuator located at the nodal point and unbalance concentrated in the rotor armature.

The cross-coupling between the orthogonal degrees-of-freedom was assumed to be sufficiently low to be neglected. The magnitude of the transfer function from an excitation force to the displacement in the orthogonal direction was less than one third of the transfer function in the parallel direction (Tammi 2003b).

### 4.2.2 Control systems used

The Jeffcott rotor was considered as two one-degree-of-freedom oscillators. A simple derivative controller was applied as a feedback controller to increase the damping of the system. The closed-loop transfer function of the oscillator with derivative control becomes

\[
H_{cl}(s) = \frac{1}{ms^2 + (c + K_p)s + k}
\]  

(67)
where $K_D$ is the derivative gain ($m = 0.528 \text{ kg}, \ c = 2 \text{ Ns/m}, \ k = 33333 \text{ N/m}$). The gain was selected such that the poles of the closed-loop system exhibited a damping ratio of 0.707, resulting the following closed-loop poles

$$p = -\lambda \pm i \lambda$$

(68)

where $\lambda$ is a positive constant. The pole placement led to a derivative gain of $186 \text{ Ns/m}$, the poles of the closed-loop system being at $(-178 \pm i 177) \text{ rad/s}$. An averaging low-pass filter was connected in series with the derivative controller. The pulse transfer function of the discretised feedback compensator is

$$H_{FB}(q) = \left( \frac{K_D}{T_s} (1 - q^{-1}) \right) \frac{1}{2} \left( q^{-1} + 1 \right)$$

(69)

where $T_s$ is the sample time, equal to $0.0001 \text{ s}$ in the control unit. (Tammi 2003b).

The adaptive FIR filter of order 2 would be persistently excited by one frequency (Elliot 2001). However, simulations indicated that the use of an order higher than 2 might lead to a smoother behaviour. For this reason, an order $I = 12$ was used in the experiments. The weighting coefficients and the filter output were updated with a frequency of $500 \text{ Hz}$. The closed-loop system in Equation (67) was discretised by the zero-order-hold method and used as the system model for the coefficient update in Equation (39). The convergence coefficient was taken as $\alpha = 0.01$. The sinusoidal reference signal $r(n)$, at an amplitude of unity, was filtered through the closed-loop system model defined in the identification. The sinusoidal reference signal was generated by using revolution pulse sensor. (Tammi 2003b).

For the Convergent Control implementation, the update law in Equation (52) was used. In order to compute the Fourier coefficients, they were first averaged over a time period in order to improve their accuracy. Different integration times were used, from $0.01 \text{ s}$ to $1 \text{ s}$. However, no advantages due to this integration were observed and the integration feature was removed for the experiments with the non-collocated layout. Note that this discussion only concerns the computation of the Fourier coefficients; the adaptation law remained the same during the tests. The convergence coefficient used in the tests was equal to 0.1. No leaky feature was introduced (i.e. $\gamma = 1$). The output of the Convergent Control was updated every 100th control period (about every 0.01 seconds).
The convergence coefficients were different in the case of adaptive FIR and Convergent Control, because the stability limits were different. This, unfortunately, lead to different convergence properties of the algorithms.

### 4.2.3 Experimental results

Figure 17 shows the displacement signals measured in a run-up test. The run-up was performed from 4.2 Hz to 65 Hz at a rate of 16.7 Hz/min. Feedback control was switched on at 38 Hz, just before crossing the critical speed. The control was switched off at 52 Hz. Active control reduced the response from about 200 microns to about 20 microns. Switching the active control off caused first a transient in the response and then increased the response permanently. Another run-up was performed, from 4.2 Hz to 83.3 Hz, with active control constantly on. The behaviour was smooth; the amplitude of the response did not exceed 22 microns (peak) at any speed (Figure 18).

![Figure 17. The measured response shown as a function of the rotational frequency (horizontal response at the top, vertical response at the bottom). The feedback control system was switched on at 38 Hz and switched off 52 Hz to demonstrate its effect on the responses.](image)
The tests were also carried out with the adaptive x-LMS algorithm running together with feedback control. Figure 19 shows the response during a switch-on period when running at the critical speed. The feedback control system was working alone at the beginning of the time record. The adaptive FIR filter was switched on at about 0.2 s. The response was reduced again: from about 30 microns to about 2 microns. The effect of disregarding the system model was tested briefly. The algorithm with $G_m = 1$ (basic LMS algorithm) worked in subcritical conditions, but it diverged when the critical speed was approached. The responses increased until the rotor hit the backup bearing. This behaviour was considered consistent with theory, because the phase error between the plant and its model exceeds 90° at resonance.
Figure 19. The adaptive FIR filter with system model was switched on when running at 40 Hz. The system converged, reaching the steady-state condition in about 1.5 s.

Figure 20 shows the responses in the horizontal and vertical directions during a sweep from 11 rps to 65 rps. The frequency of the reference signal was changed on-line corresponding to the rotation speed. The response diminished from 5 microns to 2 microns as the rotational speed increased from 11 rps to 18 rps. From 18 rps to 45 rps, the response was approximately constant, being about 2 microns. Above 45 rps, higher peaks in the response occurred randomly. The highest peak observed was 42 microns in the vertical direction. Correlation with the quality of the reference signal was observed. The reference signal had a discontinuity at the instant when the peak occurred.
When carrying out the experiments with Convergent Control, the feedback control path remained the same; only the adaptive feedforward path was changed. Figure 21 shows the displacement response at the rotor midpoint when the Convergent Control algorithm was switched on; the rotational speed was 40 rps (2400 rpm). At the beginning of the time record, feedback control was running alone, the displacement being about 30 microns (peak). The Convergent Control algorithm was switched on and the response decreased to approximately two microns. The convergence was relatively fast; the steady-state condition was achieved in about 0.25 seconds. It should be noted that the convergence rates between the adaptive FIR filter and Convergent Control are not comparable in these results. The over-estimated order of the FIR filter made it necessary to use a lower convergence coefficient, as the maximum stable convergence coefficient $\alpha$ is inversely proportional to the order. Furthermore, searching for the maximum convergence coefficient for the adaptive FIR filter was slightly more difficult than for Convergent Control. This was because the adaptive FIR algorithm used was not of a normalised type whereas the Convergent Control
algorithm was. This means that the feedback gain of the adaptive FIR is
dependent on the operating point whereas the feedback gain of the Convergent
Control is constant. For these reasons, the convergence coefficient for the
adaptive FIR filter was not maximised and thus the convergence rates are not
fully comparable. The convergence rate is further discussed in Chapter 6, where
all the results achieved are compared.

The performance of the Convergent Control algorithm was also tested in a run-
up from 11 rps to 65 rps. The ramp rate was 0.3 rps/s (1000 rpm/min). The
displacement response was approximately constant (about 2 microns peak) over
the operating range, excluding two separate instants of time (Figure 22). The
reason for these peaks was a discontinuity in the reference signals caused by a
missed revolution pulse.

Figure 21. The radial responses measured at switch-on of Convergent Control
when running at the critical speed of the rotor (40 rps) (Tammi 2003a).
Table 2 shows the \textit{rms} values of the displacement and control force commands at three rotational speeds. The adaptive FIR and the Convergent Control algorithm reached approximately the same steady-state conditions in terms of the displacements and the forces. It is important to note that the total control force (\textit{i.e.} the net force command) was not increased when using the feedforward compensation although the response was substantially reduced. Hence, the control force was used in a more effective way by the feedforward systems.
Table 2. The rms displacements and the control force commands without control, with the feedback control alone (FB), with the adaptive FIR, and with Convergent Control.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>34</td>
<td>26.2</td>
<td>0.9</td>
<td>1.2</td>
<td>1.1</td>
<td>2.3</td>
<td>1.1</td>
</tr>
<tr>
<td>40</td>
<td>220</td>
<td>27.6</td>
<td>1.4</td>
<td>1.1</td>
<td>1.4</td>
<td>1.6</td>
<td>1.4</td>
</tr>
<tr>
<td>65</td>
<td>40</td>
<td>24.1</td>
<td>2.1</td>
<td>1.5</td>
<td>2.5</td>
<td>1.6</td>
<td>2.2</td>
</tr>
</tbody>
</table>

4.2.4 Conclusions

Vibrations around the critical speed were efficiently damped by velocity feedback control. It provided a possibility to run the rotor at critical speed by virtue of increased damping. The velocity feedback is a textbook example of active vibration control in general. One reason for this is the characteristically low damping of mechanical systems; a significant reduction in responses can be achieved by a simple controller acting against vibration velocity. Another reason is that the stability of the collocated system can be guaranteed for an ideal control system (Preumont 2002). As in this study, a derivative-type controller was used with a magnetic actuator for controlling rotor vibrations (Cheung et al. 1994). The present study supports the use of velocity feedback for active vibration control of rotors.

The results achieved suggested slightly better performance in a steady-state condition for the adaptive FIR than for Convergent Control. On the other hand, the convergence rate of the adaptive FIR remained low compared with Convergent Control.

4.3 Non-collocated layout

The rotor test environment was changed into a more challenging set-up for further studies. Again, the goal was to minimise the radial response at the middle of the rotor, but the actuator was moved outside the bearing span. The position
of the actuator is not optimal for attenuating vibrations at the rotor midpoint. However, in real-life applications, access to the end of the rotor may be much more realistic than to the middle of the rotor. The approach remained similar: the system was first damped using a collocated derivative-type controller. Then, the periodic disturbances were compensated with a feedforward controller. Portions of these results were originally presented in Tammi (2005) and Daley et al. (2006).

4.3.1 Layout and dynamics

For the second layout, the dynamics and control objective were more complicated. The vibrations were to be attenuated inside the bearing span of the rotor while the actuator was located outside the bearing span. The test environment had the same 560-mm long slim shaft, but with three disks attached (Figure 23, Figure 24). The disks were fixed to the shaft to make it resemble a machine and to tailor the dynamics of the shaft. The disk locations were chosen in such a way that the rotor exhibits a speed-dependent behaviour, although the speed-dependence was later found weak. The disks’ masses determine the dynamic behaviour of the rotor, together with the stiffness of the rotor and the bearings, since the mass of the shaft is considered negligible. The total weight of the rotor including the shaft and three disks was 2.7 kg. The rotor was supported by two journal bearings, 360 mm apart. Radial displacements sensors were situated at two locations along the shaft: at the midpoint and at the end of the rotor (S1 and S2 in Figure 23). The electromagnetic actuator was located at the non-drive end of the rotor; the armature corresponds to Disk 3 in Figure 23.

Figure 23. The rotor layout: the displacement sensors at “S1” and “S2” the actuator at “A”. The dimensions are in millimetres. (Tammi 2005).
Similarly to the Jeffcott rotor layout, the non-collocated layout was subjected to experimental modal analysis. Three modes were detected in both planes (Table 3). The natural frequencies corresponded to the expected values computed using FEM. The equivalent viscous damping values were larger than expected. This was explained by rotor displacement at the bearings whose contribution to the damping was somewhat difficult to estimate. The mode shapes are shown in Figure 25.

Table 3. The results of the modal analysis of the non-collocated layout.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Frequency [Hz]</th>
<th>Damping [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>horizontal (X)</td>
<td>vertical (Y)</td>
</tr>
<tr>
<td>1st</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>2nd</td>
<td>71</td>
<td>78</td>
</tr>
<tr>
<td>3rd</td>
<td>123</td>
<td>137</td>
</tr>
</tbody>
</table>
Figure 25. The three lowest mode shapes of the rotor (achieved by the experiments). The non-deformed shape and the disk centre line are shown by the straight black lines. The triangles indicate the bearing positions.

The identification method presented was applied to the rotor desktop test environment in the second layout where the actuator was located outside the bearing span. The modal analysis results were shown above in connection with the description of the layout. This section focuses on the estimation of the transfer functions from the actuator to the rotor midpoint response. These transfer functions will be utilised by the active control algorithms dealt with in the thesis.

The rotor was excited with band-limited white noise by the actuator and responses were recorded at the sensor locations at different speeds of rotation. The band of the noise was from 0 Hz to 400 Hz. The reference signal was generated from the revolution pulse signal (the rotation speed estimate). The reference signal was a sinusoidal signal at a single frequency. Thus, only the disturbances, or forced vibrations, at the frequency of rotation were compensated in the identification. The identification was then performed off-line, using the least squares fit according to Equation (29).
Exciting the rotor properly was found difficult, because of a sharp resonance and the relatively small air gap between the actuator and the rotor armature. A low excitation level was required in order to avoid contact between the rotor and the actuator. On the other hand, the excitation level was not sufficiently high to excite higher frequencies above the first resonance of the rotor. For these reasons, the identification was carried out with the active control system on. The use of the feedback controller prevented the rotor from hitting the actuator. A collocated proportional-derivative control with a low-pass filter was used, as will be defined in Equation (70). During the identification, the proportional control produced an equivalent stiffness of \(7\, \text{N/mm}\). The derivative part produced an equivalent damping of \(43\, \text{Ns/m}\).

In identification, the order of the dynamic model to be fitted was chosen as \(m = 5\) (numerator) and \(n = 6\) (denominator). The orders were selected corresponding to the estimated number of significant natural modes of the system. The disturbance model was a two-tap FIR filter as a minimal filter for a sinusoid at one frequency. The two-tap filter was chosen to have a persistently excited filter with a sufficient number of parameters. The identification was carried out at different speeds of rotation. Figure 26 and Figure 27 show the least squares fits with the disturbance compensation method presented, in comparison with the direct frequency response function measurement (FRF) without any disturbance compensation. The frequency responses are shown from the force commands to the rotor displacement. The disturbance compensation was able to remove the peak due to forced vibration at the frequency of rotation. The identification results showed that the first critical speed dominated at about 50 Hz. The next two modes at about 70–80 Hz and 120–140 Hz were weakly observable at the midpoint. This was due to the high damping and low displacement at the midpoint of those modes. The phase curves, however, indicate the existence of the modes. Note that the rotor damping was increased in comparison with the modal analysis results, because the controllers were working during the measurements. Note that the shown phase curves start at \(180^\circ\) because a static force outside the bearing span causes a displacement in the opposite direction at the rotor midpoint.
Figure 26. The frequency response function from the actuation point to the rotor midpoint when running at 40 rps. The identification method developed distinguished the rotor resonance from the forced vibration.

Figure 27. The frequency response function from the actuation point to the rotor midpoint when running at 70 rps.
4.3.2 Control systems used

Two proportional-derivative (PD) controllers together with an averaging low-pass filter were used in the feedback system. The transfer function from the displacement at the rotor endpoint to the force at the actuator was

\[
H_{fb}(q) = \left( \frac{K_D}{T_S} (1 - q^{-1}) + K_P \right) \frac{1}{2} (q^{-1} + 1)
\]  

(70)

where again \(K_D\) is the derivative gain, \(K_P\) is the proportional gain, \(T_S\) is the sample time. The PD controller was mainly derivative in order to increase the damping of the system. The proportional term was minimal, because a load-carrying effect was to be avoided. The actuator was to have a minimal effect on the stiffness of the rotor. However, a light proportional control was utilised to generate a light centring force due to a relatively flexible overhanging rotor end.

For the feedforward controller, the Convergent Control algorithm in Equation (52) was used. The control systems are shown in Figure 28. The active force at the actuator is generated according to

\[
f_{ac}(n) = H_{fb}(q)e_{ep}(n) + H_{cc1}(q)e_{mp}(n) + H_{cc2}(q)e_{mp}(n)
\]  

(71)

where \(e_{ep}(n)\) and \(e_{mp}(n)\) are the output errors at the rotor end and midpoint, respectively. The pulse transfer functions of the Convergent Control method \(H_{cc1}(q)\) are \(H_{cc2}(q)\) are defined by its feedback equivalent systems in Equation (66). \(H_{cc1}(q)\) is tuned to compensate the first harmonic (the disturbance at the frequency of rotation) and \(H_{cc2}(q)\) is tuned to compensate the second harmonic. The first loop \((H_{cc1}(q))\) uses the reference signals (sine and cosine) at the frequency of rotation. The second loop \((H_{cc2}(q))\) uses the reference signals at the two times the frequency of rotation.

Two first harmonics are now compensated in order to compare the algorithms in a multi-harmonic case. However in the current test rig, the excitation levels of higher harmonics are relatively low compared with the first harmonic excitation.
The Fourier coefficients were computed again in each time instant and the results were not averaged (see Section 3.4.3 for the definition of the coefficients). Four feedforward compensation systems were implemented in total, two in each orthogonal radial direction. For both of the control topologies concerned, similar controllers with the same parameters were used in both orthogonal radial directions, except that the model inverses in the feedforward controllers were slightly different, as the identification result suggested.

The model inverses for the feedforward compensation were represented as linear polynomial functions of the rotation speed. The real and imaginary parts of both transfer function inverses were described separately, using fourth order polynomial functions of the rotation speed. This was considered a practical approach; the functions were convenient to fit beforehand and the use of the polynomials reduced the computational effort in the control unit. Another practical choice would have been a look-up table with complex system models as functions of rotation speed.

For the adaptive FIR with the LMS algorithm, a similar control topology was used. The feedback system used was similar; the Convergent Control algorithm was replaced by the adaptive FIR. For the coefficient update, the normalised update scheme in Equation (43) was used. The FIR order was over-estimated to
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Figure 28. The control systems: feedback above, Convergent Control below.
eight ($I = 8$), as previous findings suggested that over-estimation has positive effects on performance. Similarly to Convergent Control, two reference signals were applied to damp the first two harmonic frequencies. The active force at the actuator was generated according to

$$f_{ac}(n) \approx H_{FB}(q) e_{ep}(n) + H_{FIR1}(q) e_{mp}(n) + H_{FIR2}(q) e_{mp}(n)$$  \hspace{1cm} (72)

where $H_{FB}(q)$ are $H_{FIR}(q)$ are defined by the feedback equivalent systems in Equation (42). $H_{FIR1}(q)$ is tuned to compensate the first harmonic and $H_{FIR2}(q)$ to compensate the second harmonic. Note that the exact feedback equivalent system is valid for compensation of one synchronously sampled disturbance with a FIR filter length equal to the half-cycle of the disturbance, or its multiple. Hence, $H_{FIR1}(q)$ are $H_{FIR2}(q)$ can only considered as approximations (see Section 3.4.1, and Elliot et al. (1987)).

The difference from the Convergent Control system is that the FIR system is realised with one filter with a higher order, not with cascaded filters as in Convergent Control. This means that the reference signal is a sum of two sinusoids.

### 4.3.3 Experimental results with Convergent Control

For the feedback control part, the following parameter values were used in the experiments: $K_D = 86$ Ns/m (derivative gain), $K_P = 7$ N/mm (proportional gain), $T_s = 0.0001$ s (sample time). The same parameters were used throughout the study for the feedback controller. The parameters remained constant also for the experiments with the adaptive FIR and with repetitive control.

The Convergent Control system was designed to damp the first two harmonic frequencies at the rotor midpoint. The convergence coefficient was adjusted such that the convergence was as fast as possible without a risk of instability or fluctuations during the convergence. The leak coefficient was less than unity at the speed of 70 rps and higher (see Table 4 for the exact figures). Because of the dynamic characteristics of the system, to achieve vibration attenuation at the rotor midpoint it was required to amplify vibrations at the endpoint at super-critical speeds. For this reason, the control actions caused the rotor armature to
hit the actuator at high speeds. The leak coefficient $\gamma$ was then used to reduce the control force at higher speeds in order to prevent the rotor armature from hitting the actuator. Unfortunately, this reduced the effectiveness of the control at higher speeds.

Note that the use of the leak coefficient was caused by the test rig geometry and dimensions, not by bad characteristics of a control algorithm. The frequency response from the actuator to the rotor endpoint had higher gain than the response to the midpoint (Figure 29). In terms of the phase curves, the responses were approximately opposite for sub-critical speeds. When the resonance was approached and exceeded, the phase difference decreased. Due to the geometry, simultaneous attenuation at the midpoint and at the endpoint was possible only for the frequencies where the responses were in roughly opposite phase.

![Figure 29. Comparison of the frequency responses at from the force commands to the rotor midpoint and to the endpoint.](image)

The results are shown as radial displacements of the rotor shaft as a function of time or frequency. Those functions are defined.
where $r(n)$, $e_x(n)$, and $e_y(n)$ are the displacements in the radial direction, in the X plane, and in the Y plane, respectively. $S_x(f)$, $S_y(f)$, $S_r(f)$ are the spectra in the corresponding directions. The Autopower method (see e.g. Proakis & Manolakis (1996)) to compute the spectra $(S_x(f))^2$ and $(S_y(f))^2$ have been used in this work. The spectrum graphs show the peak values of the signals analysed. A standard format to show the steady state results is adopted in this work: The autopower spectra are compared in the upper panel of the figure, and the relative attenuation in dB is shown in the lower panel. Attenuations are plotted against the relative frequency scaled with respect to the critical speed of the rotor

$$f = \frac{f}{f_{cr}} = \frac{\omega}{\omega_{cr}}$$

(74)

where $f$ is frequency and $f_{cr}$ is the critical speed of the rotor. Those plots also contain green lines to indicate the level of 1 $\mu$m in responses (upper panel) and 0 dB level in attenuation (lower panel).

Figure 30 shows the radial response spectra at 25 rps without control, with the feedback controller, and with the Convergent Controller working on the first two harmonic frequencies. At the first harmonic (25 Hz), the attenuation achieved was nearly 30 dB (referring to the difference between the non-controlled and the feedforward controlled responses). At the second harmonic, the attenuation was less than 10 dB, but also the peak to be attenuated was also significantly lower. Note also that the absolute vibration levels were relatively low; the green line is drawn in Figure 30 to indicate 1 $\mu$m displacement level. The vibration levels measured were close to the estimated noise floor of the sensors.

The *rms* responses were measured at different rotation speeds; they are shown in the next section together with the responses achieved with the adaptive FIR filter (Table 4 and Table 5).
Figure 30. The rotor midpoint radial response when running at a constant speed of 25 rps. (Daley et al. 2006).

Figure 31 shows the ramp responses with the feedback control and Convergent Control, measured during a constant ramp down at a rate of 4000 rpm/min (1.1 rps/s). The radial response with Convergent Control remained below one micrometer over the rotation speed span from 10 rps to 65 rps (a figure with a better scaling is provided together with the responses of the adaptive FIR).
4.3.4 Comparative results with adaptive FIR

In comparison with the Convergent Control arrangement, the adaptive FIR system contained the same feedback control system and it was also designed to attenuate the first two harmonic frequencies. The convergence coefficient was adjusted is such a way that the convergence was as fast as possible without risk of instability or fluctuations during the convergence. The leak coefficient was less than unity at the speed of 90 rps and higher (see Table 4 for the exact figures). Again, the integrator’s leak coefficient $\gamma$ was used to reduce the control force at higher speeds of rotation in order to prevent the rotor armature from hitting the actuator. This was again due to fact that vibration attenuation at the midpoint required vibration amplification at the endpoint.

Figure 32 shows the responses without control, with feedback control, and with the adaptive FIR. The attenuation of the first harmonic exceeded 20 dB, but it remained somewhat smaller than with Convergent Control.
A significant difference was that the second harmonic was not attenuated at all, although the corresponding frequency component was included in the reference signal. This was suspected to be due to a large difference between the disturbance amplitudes of the first and the second harmonic. Dominating first harmonic was suspected to prevent the compensation of the second harmonic.

![Graph showing rotor midpoint responses at 25 rps](image)

*Figure 32. The rotor midpoint responses at 25 rps.*

Table 4 shows the responses at the rotor midpoint at different rotation speeds in three operating modes: without active control, with feedback control working alone, and with feedback and feedforward control working together. The responses presented are the $rms$ values of the radial displacements, computed in the frequency band from 0 Hz to 1 kHz. Table 4 shows the displacement at the midpoint and at the end together with the control force commands. The responses at the speeds of 90 and 110 rps with the adaptive FIR are shown in parentheses, because the FIR behaviour was restless at those speeds. The system converged, but the convergence was uneven and interrupted by fluctuations. The algorithm was not considered usable in the region, because of fluctuations and sudden peaks. The exact reason for the behaviour was not found, but the quality of the reference signal was suspected to be one reason. As in the previous
experiments, the adaptive FIR was found sensitive even for small discontinuations in the reference signal.

The response magnitude at 50 Hz without any active control on was estimated because it was not possible to run at that speed without the rotor hitting the actuator. Table 5 shows the corresponding response values at the rotor end. The responses show that attenuation of vibrations at the midpoint required amplification at the endpoint for super-critical speeds.

**Table 4. The rms displacements and control force commands at the rotor midpoint with different speeds.**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>15</td>
<td>11.0</td>
<td>0.8</td>
<td>1.6</td>
<td>2.8</td>
<td>1</td>
</tr>
<tr>
<td>30</td>
<td>33</td>
<td>17.3</td>
<td>1.7</td>
<td>1.3</td>
<td>2.8</td>
<td>1</td>
</tr>
<tr>
<td>50</td>
<td>111</td>
<td>61.2</td>
<td>2.9</td>
<td>1.2</td>
<td>3.0</td>
<td>1</td>
</tr>
<tr>
<td>70</td>
<td>21</td>
<td>17.9</td>
<td>1.8</td>
<td>2.5</td>
<td>8.1</td>
<td>1</td>
</tr>
<tr>
<td>90</td>
<td>13</td>
<td>16.2</td>
<td>1.5</td>
<td>(18)</td>
<td>7</td>
<td>0.999</td>
</tr>
<tr>
<td>110</td>
<td>15</td>
<td>16.3</td>
<td>2.3</td>
<td>(20)</td>
<td>2</td>
<td>0.995</td>
</tr>
</tbody>
</table>

**Table 5. The rms displacements at the rotor end.**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>107</td>
<td>91.2</td>
<td>0.8</td>
<td>57.3</td>
<td>2.8</td>
<td>1</td>
</tr>
<tr>
<td>30</td>
<td>137</td>
<td>94.7</td>
<td>1.7</td>
<td>70.2</td>
<td>2.8</td>
<td>1</td>
</tr>
<tr>
<td>50</td>
<td>194</td>
<td>101.4</td>
<td>2.9</td>
<td>116.9</td>
<td>3.0</td>
<td>1</td>
</tr>
<tr>
<td>70</td>
<td>83</td>
<td>45.9</td>
<td>1.8</td>
<td>200.4</td>
<td>8.1</td>
<td>1</td>
</tr>
<tr>
<td>90</td>
<td>39</td>
<td>28.6</td>
<td>1.5</td>
<td>(115)</td>
<td>7</td>
<td>0.999</td>
</tr>
<tr>
<td>110</td>
<td>45</td>
<td>36.6</td>
<td>2.3</td>
<td>(40)</td>
<td>2</td>
<td>0.995</td>
</tr>
</tbody>
</table>

Again, a test ramp, at a rate of 4000 rpm/min downwards, was run with the adaptive FIR (Figure 33). The midpoint response with the adaptive FIR was in the order of two micrometers, whereas the response with Convergent Control remained below one micrometer.
Figure 33. Comparison of radial responses at the rotor midpoint with Convergent Control and with the adaptive FIR working.

4.3.5 Conclusions

The identification method presented was shown to work with the rotor kit and it is considered to be one potential way of compensating the disturbance in the output when identifying a rotor system during operation. Other solutions exist, but they are only mentioned briefly in this section, because identification was not in the main focus of this work. The following approaches are left for further consideration:

- The use of a pseudo random excitation and time domain averaging in such a way that the disturbances are averaged out. The length of the pseudo random sequence should be relatively long with respect to the disturbance period.

- The use of windowing functions in data acquisition in such a way that the forced vibrations are filtered out. The length and the shape of the window should be set according to the speed of rotation.
• Filtering the effects of excitation out with a notch filter before identification. The approach is very close to the present approach where the disturbance is fitted to a model and compensated by a reference signal.

• Carrying out the identification procedure as such and then removing the forced vibration peaks in the frequency plane. This procedure is traditionally used in manual identification.

• Using the orthogonal direction displacement and assuming negligible cross-coupling in the system. The disturbance acts in a similar manner in both directions, but the excitation acts mainly in the excitation direction. The effect of the response can then be computed by applying the superposition principle.

In the case of the Convergent Control method, the vibration attenuation at the midpoint of the rotor with an actuator located outside the bearing span was found effective. At sub-critical speeds the remaining controlled response was from 1 % to 3 % of the uncontrolled response at the midpoint. For super-critical speeds, the remaining responses were larger, from 60 % to 90 %, because of restrictions of the allowable control force at super-critical speeds. Firstly, attenuation at the midpoint was realised at the expense of amplification at the actuator (or at the rotor end). This behaviour was considered understandable, because of the phase change over the critical speed. Secondly, a more practical restriction was the limited control authority at the actuator. The control authority was limited by the leaky coefficient, less than unity, in order to prevent the rotor armature from hitting the actuator. Limited amplitude at the actuator caused limited achievable damping at the midpoint when running above the critical speed.

The performance of the adaptive FIR filter was poorer than the performance of the Convergent Control method in steady-state and in transient conditions. In steady-state conditions, the differences were not that large as in ramp-down conditions. Also, the adaptive FIR gave a less robust impression in the tests than the Convergent Control. The adaptive FIR exhibited uneven convergence in different planes (X and Y directions), fluctuation in responses and a higher sensitivity to disturbances in reference signal or to external excitations. This behaviour was particularly evident at speeds higher than 70 rps. No specific reason was found for uneven convergence rates. Also, an unexpected result was that the FIR system was incapable of attenuating the second harmonic.
Theoretically, the system should work at all frequency components present in the reference signal (Elliot 2001). The author suspects that the behaviour was due to low vibration levels at the second harmonic compared with the dominating first harmonic. The behaviour can also be linked to the length of the adaptive FIR filter with respect to the disturbance period. By the filter length, the author means the filter order multiplied by the sample time. This argument comes from successful applications that use a relatively long adaptive FIR and the LMS algorithm for wideband damping, see e.g. Kuo & Morgan (1996), Van Der Poel et al. (2006), or Kataja (1999).

The results show clearly how controlling one point amplifies another in the shaft. Having a smaller number of actuators than natural modes to be controlled is a compromise with regard to the overall damping (Gawronski 1996, Utku 1998). The results indicated that the derivative control was able to provide some attenuation at the midpoint in the super-critical region. This was due to the dissipative nature of the controller. The damping increase at the end of the rotor was able to contribute to the damping of the first natural mode. The increase, however, was not very effective, owing to the location of the actuator and the geometry of the rotor. The feedforward algorithms were effective also in the super-critical region. However, the displacement at the end increased rapidly with increasing speed.

4.4 Roles of controllers

Earlier in this work it was mentioned that dissipative feedback control was implemented in order to increase the damping of the system. In the experimental results, the contribution of the feedback system may be modest under certain operating conditions. This raises the question: why use the dissipative feedback control? One reason is to design a system that is capable of damping wideband excitation. Such excitations did not occur in the test, but they do occur in practical environments in the form of different noises and impacts in the machine surroundings. Another reason for feedback control is to tailor plant characteristics or to condition the plant for feedforward control. This section presents a justification of the use of feedback control for plant conditioning from the feedforward control point-of-view.
For adaptive feedforward compensation systems, the model used by an adaptation algorithm has to describe the phase of the plant to within ±90° (Ren & Kumar 1989, Elliot 2001) (note that the derivation of the requirement contained assumptions of small gains and slowly-changing dynamics of the plant). Moreover, analysis gave the requirements for the modelling accuracy of the system gain. These requirements are, however, less stringent if the α convergence coefficient is chosen conservatively. The requirement is often considered loose and easy to meet. However, in the author’s experience, the requirement can be difficult to meet in the vicinity of lightly damped poles or zeros where phase varies rapidly. Especially, for lightly damped mechanical systems, the limit could be exceeded if the system parameters were estimated incorrectly or parameters vary over time. A cause for a change may be variation of the machine temperature, or wear, for instance.

Consider the complex response of a single resonance of the plant to be compensated.

\[
G(i\omega) = \frac{\omega_p^2}{\omega_p^2 - \omega^2 + i2\xi_p\omega_p\omega}
\]  

(75)

where \(\omega\) is the angular frequency variable, \(\omega_p\) is the natural angular frequency, and \(\xi_p\) is the damping of the plant. Assume that this resonance dominates the phase characteristics in a certain frequency band of interest, say from \(\omega_1\) to \(\omega_2\). Also, assume the order of the system in Equation (75) has been estimated correctly. Thus, the model of the plant can be expressed as

\[
G_m(i\omega) = \frac{\omega_m^2}{\omega_m^2 - \omega^2 + i2\xi_m\omega_m\omega}
\]

(76)

where \(\omega_m\) and \(\xi_m\) are the estimated natural frequency and the damping of the model used by the feedforward compensation system. Consider then the phase errors caused by an incorrect estimate of the natural frequency or the relative damping.

\[
E_{\text{phase}} = \max\left(\left|\angle G_m(i\omega) - \angle G(i\omega)\right|\right), \quad \omega \in [\omega_1, \omega_2]
\]

(77)
Figure 34 shows the phase error contours between the model and the plant as a function of the modelling error and of the relative damping. The contour plot shows the phase error curves of 60° and 90°; the former representing a limit for an appropriate performance and the latter the absolute stability limit. In particular, relatively small modelling errors in natural frequency can cause large phase errors for a lightly damped system, because of the rapid changes in phase in the resonance region. For instance, if the natural frequency estimate had an error of 5 %, and the damping were less than 3 %, it could lead to an unstable feedforward system. In this example, the damping was assumed to be estimated correctly. Figure 35 shows the error contours as functions of the errors in the natural frequency and the damping; 10 % of nominal damping was assumed. The plot indicates that the phase errors are not as sensitive to errors in the estimated damping as they are to errors in the natural frequency. Again, this is due to the rapid phase change in the resonance region.

The discussion above provides a new viewpoint for engineering design. The design charts presented here (Figure 34 and Figure 35) are helpful in estimating the conditions from the feedforward control point of view. If the damping of the plant is low and the estimated natural frequency values are uncertain, it is advantageous to make the phase behaviour smooth with a feedback controller. The discussion also indicates that it may be safe to exaggerate the damping in the plant model. A smoother phase curve would cause smaller maximum errors than an absolutely correct phase curve, if there is a modelling error in the natural frequency.
Required damping

Figure 34. The phase error contour curves as a function of the modelling error in the natural frequency and in the relative damping. The largest stability margins are close to the Y-axis. (Tammi 2005).

For 10 % damping

Figure 35. The phase error contour curves as a function of modelling error in the natural frequency and in the relative damping (Tammi 2005).
In practice, usually only the model of the system is available. To evaluate the robustness of the adaptive feedforward system, the author suggests successive frequency responses to be used as an error indicator

\[
E_{ind} = \left| G_m(i\omega) \right|^2 \Gamma_m(i\omega)\Gamma_m(i(\omega + \Delta\omega)), \quad \omega \in [\omega_1, \omega_2] \tag{78}
\]

where \( \Gamma_m(i(\omega + \Delta\omega)) \) is the adjacent of the complex response computed at a slightly different frequency, \( \omega + \Delta\omega \), than the base frequency \( \omega \). For small \( \Delta\omega \), the indicator should be approximately unity (matrix). A suitable magnitude for \( \Delta\omega \) should be considered according to the application. Figure 36 shows an example of the error indicator phase for a transfer function of a non-collocated layout (\( \Delta\omega = 31.4 \text{ rad/s} \)).

![Figure 36. The phase of error indicator for evaluation of the phase curve smoothness in Equation (78) (\( \Delta\omega = 31.4 \text{ rad/s} \)).](image-url)
4.5 Chapter summary

This chapter dealt with the experimental validation of the identification method and feedforward algorithms. The identification method consists of compensating load disturbances due to rotation, ahead of the actual identification procedure. The adaptive FIR with the LMS algorithm and the Convergent Control algorithm were tested on the Jeffcott rotor and on non-collocated layouts. Briefly, the Convergent Control method was found a more suitable algorithm for rotor vibration control than the adaptive FIR. The statement is due to the smooth behaviour of Convergent Control over the operating range, its ability to damp both harmonics concerned, and better performance during a speed ramp. The results achieved will be compared with a repetitive control implementation presented in the next chapter.

The required modelling accuracy of a feedforward system imposes requirements on the plant to be damped and on the plant model to be used, in terms of sufficiently smooth phase characteristics. The discussion showed that lightly damped systems require additional damping provided by another controller besides a feedforward controller. Also, the discussion presented tools (the design charts and the error indicator) for evaluating the robustness and stability properties of an active feedforward system.
5. Repetitive control

The internal model principle states that a system has to contain a model of a signal in order to track or compensate the signal perfectly (Francis & Wonham 1975). This idea has been utilised in the compensation of rotation harmonics in rotor vibration control. The three methods studied in this thesis make use of the internal model principle. In the feedforward systems, the model of the signal is in the form of a reference signal. In the repetitive control systems, the signal is learnt by means of a delay line with positive feedback.

The original idea of repetitive control was presented by Inoue et al. (1981) for high accuracy control of a magnet power supply. The aim was to develop a controller that tracks a periodic control signal. The use of positive feedback and a delay line made it possible to track the control signal perfectly. This property made repetitive control an attractive solution for compensation of periodic disturbance signals. Figure 37 shows a basic disturbance compensation scheme with a repetitive controller. The magnitude of the output error, $e(s)$, to be minimised, is fed back. Also, the old control outputs are fed back, with a positive loop gain. This leads to a control law where controller outputs are updated (taught) by the realised output errors.

![Figure 37. The basic scheme of the repetitive control.](image)

Figure 38 shows a simulation example carried out on the system in Figure 37 with $G(s) = 1$. The delay $T$ is set such that it matches the frequency components.
in the disturbance signal ($1/T$ and $2/T$). The control signal is learnt during about eight periods in such a way that the output error $e(t)$ is driven to zero.

![Figure 38. Simulation example of the basic repetitive controller. The signals are plotted against the fundamental period of the disturbance ($1/T$).](image)

Potential solutions for repetitive control have been found in tracking or compensation problems generally (Medvedev & Hillerström 1993, Hillerström & Sternby 1994), in robotics (Fung et al. 2000), in computer disk drives (Tomizuka et al. 1989, Kempf et al. 1993, Smith et al. 1999), in peristaltic pumps (Hillerström 1996), etc. A periodic disturbance, often due to rotary movement, can be found as the common denominator behind the applications.

### 5.1 Introduction to repetitive control

As explained above, repetitive controllers were developed to track or to compensate periodic signals. The idea behind the repetitive control method is to continuously refine the control output by using old control outputs and error data. The control law in continuous time, as its simplest, is
\[ u(t) = u(t - T) - Ke(t) \]  

(79)

where \( u(t) \) are the control outputs, \( e(t) \) is the error quantity and \( T \) is the delay time, and \( K \) is the feedback gain. The delay time is to be set equal to the period of the signal to be tracked or compensated. Positive feedback of the delayed signal leads to high, ideally infinite, feedback gain at frequencies matching the inverse of the delay time

\[ f = \frac{n}{T} \]  

(80)

where \( n \) is a non-negative integer corresponding to the harmonic number. A sufficient condition for stability of the repetitive controller is that the system loop gain must be positive real, because of the high feedback loop gain. In Figure 39, the loop gain is plotted against the harmonic number (\( n \)). The requirement of positive realness can be understood by considering the denominator of the closed-loop system with repetitive controller

\[ H_{rep}(s) = \frac{u(s)}{d(s)} = \frac{-K}{1 - e^{-sT} + KG(s)} \]  

(81)

where \( KG(s) \) represents the loop gain transfer function of the system. The real part of the \( KG(s) \) must be positive in order to maintain the stability (to prevent the denominator from being zero). In the other words, the phase of \( KG(s) \) must be within \( \pm 90^\circ \). These requirements guarantee stability, because positive real systems can tolerate infinite feedback gain. The result can be understood by considering the classical Nyquist stability criterion that states that the loop gain must not encircle the point \((-1, 0)\) in the complex plane. If \( KG(i\omega) \) has a positive real part, it cannot encircle the point, regardless of the feedback gain. Note again that the requirement stated is a sufficient condition for stability and less conservative requirements exist.
Remark 6

The requirement of positive realness is the same as the model accuracy requirement for the feedforward compensators, which states that the plant model must represent the plant within a phase range of ±90° over the bandwidth of the controller.

Remark 7

The requirement of positive realness is relatively stringent for mechanical systems, which often have resonances and anti-resonances, where phase changes often exceed 90°.

The basic repetitive controller was presented above using the continuous time formulation. Moving to the discrete time domain may ruin the stability, since sampled systems are rarely positive real. It has been shown that a discrete system can be a positive real system only if the system’s output is directly influenced by the inputs, *i.e.* the direct term in the state-space representation is
not equal to zero (Hätönen 2004). As known, the direct term is frequently equal
to zero in practical systems with finite sampling frequency. This can be
understood by considering the signal delay due to sampling. The phase lag of a
sampled and reconstructed signal with respect to the actual continuous-time
signal grows as the Nyquist frequency is approached.

Because practical control systems are usually implemented digitally and operate
in discrete time, the repetitive control theory has been developed in the discrete
time domain, respectively. In order to tune stability and convergence
characteristics, the basic repetitive control law in Equation (79) has been
modified to contain pre-filters for the old-control (learning) component and for
the control error component

\[ u(n) = Q(q)q^{-N}u(n) + K(q)e(n) \]  

where \( Q(q) \) is a filter or a constant number and \( K(q) \) is the feedback gain, also a
filter or a constant number, and \( q \) is the forward shift operator with \( q^{-N} \)
representing a backward shift of \( N \) samples. Filter \( Q(q) \), which has a gain of less
or equal to unity, has been used for restricting the control actions to a desired
frequency band. It will later be referred to as the \( Q \) filter. The filter \( K(q) \) has
been used to appropriately modify the loop gain \( K(q)G(q) \) (Tomizuka et al.
1989). At least, it means having the loop gain positive real at the frequencies
where \( |Q| \approx 1 \). As will be shown, the delay line gives more freedom in the design
of \( K(q) \); it actually provides an opportunity for a non-causal implementation that
makes a zero-phase-lag filter possible.

Remark 8

Similarly to the integrator gain in a feedforward controller, the \( Q \) filter is
chosen to tune stability and performance characteristics of the algorithm.

5.2 Gradient-based repetitive controller

The starting point for the development of a repetitive controller with adaptive
delay time was the gradient-based method whose feedback path consisted of a
truncated FIR filter that has inverse phase behaviour with respect to the actual
plant. The behaviour is obtained by using the time-inversed impulse response of
the plant as the FIR filter (Hätönen et al. 2004). This particular approach was
selected because it was considered a computationally inexpensive method,
possible to implement in the control unit. Also, its stability was guaranteed by
sufficient model accuracy; sufficient modelling accuracy again meaning a phase
error of ±90° (Hätönen et al. 2004). Another way to examine the stability is to
study destabilising effects due to the FIR truncation, similar to the leakage
phenomena in data acquisition. Chen & Longman (2002) showed the existence
of these effects and applied certain windowing techniques for repetitive control
to avoid them. Both approaches lead to a somewhat similar result requiring the
modelling accuracy to be sufficient.

The idea is to use a pre-filter $K(q)$ that makes the loop gain positive real. In the
current work, this is realised with a non-causal filter derived from the plant model.

$$K(q) = \alpha G_m(q)$$  \hspace{1cm} (83)

where $\alpha$ is again a real-valued convergence coefficient and $G_m(q)$ is the non-
causal FIR model of the plant $G(q)$ where variable $q$ is substituted by $q^{-1}$. The
plant is approximated by a time-reversed truncated FIR model

$$G_m(q) = a_M q^M + a_{M-1} q^{M-1} + \ldots + a_1 q + a_0, M \leq N$$  \hspace{1cm} (84)

where $[a_M \ldots a_0]$ are the FIR coefficients and $M$ is the order of the FIR filter. The
causality of the control law is guaranteed by truncating the FIR filter (restricting
the order $M$) and by implementing it together with the delay line.

Hence, the FIR length must be lower or equal to the delay filter length in order
to ensure the causality of the algorithm. As many FIR coefficients are chosen for
the approximation as the delay filter length allows. Then, the FIR approximation
is formed by flipping the truncated impulse response in the inverse order. The
resulting filter has amplitude characteristics similar to the original plant (of
course, within the accuracy of the approximation). The phase characteristics of
the FIR are inversed with respect to the plant. A phase lag in the plant
corresponds to a phase lead in the FIR filter, and vice versa.
With the truncated FIR, the control law becomes

\[ u(n) = q^{-N} \left( Q(q)u(n) + \alpha G_m(q)e(n) \right) \]  \hspace{1cm} (85)

(Hätönen et al. 2004). Similarly to the FIR approximation, the Q filter can be non-causal alone without the time delay. A symmetric filter can be applied

\[ Q(q) = c_P q^{-P} + c_{P-1} q^{-P+1} + \ldots + c_0 + \ldots + c_{P-1} q^{P-1} + c_P q^P, \quad P \leq N \]  \hspace{1cm} (86)

where \([c_P \ldots c_0]\) are the FIR coefficients and \(P\) is the order of the filter. The filter works usually as a low-pass or as a band-pass filter, but with zero phase lag.

**Remark 9**

Although the pre-filters \(Q(q)\) and \(K(q)\) (or \(G_m(q)\)) may contain non-causal components, the control law itself remains causal if the orders of the filters are lower than the order of the time delay.

The shown realisation of the Q filter makes it a filter without phase lag. In other words, the frequency response of the filter is always real-valued

\[ \text{Re}(Q(e^{j\omega})) = Q(e^{j\omega}), \]
\[ \text{Im}(Q(e^{j\omega})) = 0, \quad \forall \omega \in [0, 2\pi] \]  \hspace{1cm} (87)

where \(\omega\) is a normalised angular frequency between [0 2\(\pi\)].

### 5.2.1 Convergence to zero error

Algebraic examination shows how the repetitive control algorithm rejects a periodic disturbance. The result can be expected intuitively because the high (infinite) gain at the frequencies determined by the time delay provides a good disturbance rejection at those frequencies. However, the analysis below provides an algebraic insight in repetitive control.
Consider a polynomial $D(q)$ that works as an annihilator (or an internal model by Francis & Wonham 1975) for a periodic disturbance signal $d(n)$

\[
D(q)d(n) = \left(1 - Q(q)q^{-N}\right)d(n) = d(n) - Q(q)d(n - N) = 0
\]

\[
d(n) = d(n - N)
\]

if $|Q| = 1$ and the period of the disturbance is $N$ samples. The output of the plant $y(n)$ and the output of the repetitive controller $u(n)$ can be expressed as

\[
y(n) = G(q)u(n)
\]

\[
u(n) = q^{-N}\left(Q(q)u(n) - \alpha G_m(q)e(n)\right)
\]

Hence, the plant output can be expressed by

\[
y(n) = G(q)\frac{-q^{-N}\alpha G_m(q)}{D(q)}e(n)
\]

Consider then the control error. Also, note that the error is defined in a slightly unusual manner (the definition is the same throughout the thesis)

\[
e(n) = y(n) + d(n) = d(n) - q^{-N}\frac{\alpha G_m(q)G(q)}{D(q)}e(n)
\]

Multiplication by the stable polynomial $D(q)$ gives

\[
D(q)e(n) = D(q)d(n) - q^{-N}\alpha G_m(q)G(q)e(n)
\]

As noted above, the term $D(q)d(n) = 0$ if $|Q| = 1$.

\[
\left(D(q) + q^{-N}\alpha G_m(q)G(q)\right)e(n) = 0
\]

\[
\left(1 - q^{-N}Q(q) + q^{-N}\alpha G_m(q)G(q)\right)e(n) = 0
\]

This shows that the disturbance signal is annihilated and the control error converges to zero with given assumptions.
5.2.2 Stability

The pulse transfer function from the disturbance to the control signal of the gradient-based repetitive controller presented above becomes

\[ H_r(q) = \frac{u(q)}{d(q)} = \frac{-q^{-N}\alpha G_m(q)}{1-q^{-N}((Q(q)) - \alpha G_m(q)G(q))} \] (94)

By using the small gain theorem (see e.g. Glad & Ljung 2000), the stability boundary for the system is

\[ e^{N\omega'}(Q(e^{i\omega}) - \alpha \bar{G}_m(e^{i\omega})G(e^{i\omega})) < 1 \]
\[ |Q(e^{i\omega}) - \alpha \bar{G}_m(e^{i\omega})G(e^{i\omega})| < 1, \forall \omega' \in [0, 2\pi] \] (95)

If we assume a non-leaking integrator for all the frequencies \((Q(q) \equiv 1)\), and if the plant model perfectly describes the system \((G_m(q) = G(q))\), we have the stability condition for the convergence coefficient, or the learning gain

\[ 0 < \alpha < \sup \left( \frac{2}{|G(e^{i\omega})|^2} \right), \forall \omega' \in [0, 2\pi] \] (96)

This result was derived in Hätönen et al. (2004). The result can be considered conservative, since the requirement in Equation (96) concerns all frequencies.

The truncation of the filter raises questions about the accuracy of the approximation and possible leakage effects due to the truncation. In practice, \(G_m(q) \neq G(q)\), because of the truncated FIR approximation. According to the example by Chen & Longman (2002), the plant may be presented by two components, the actual model part and the residual part. Let the plant frequency response be

\[ G(e^{i\omega T_s}) = G_m(e^{i\omega T_s}) + G_r(e^{i\omega T_s}) = \sum_{i=0}^{M-1} h_i e^{-i\omega T_s i} + \sum_{i=M}^{\infty} h_i e^{-i\omega T_s i} \] (97)
where \( G_r(e^{j\omega T}) \) is the residual part not included in the plant model, of order \( M \). The FIR coefficients of the frequency response are represented by \( h_i \). The model and the residual parts describe the system perfectly. In other words

\[
G(e^{j\omega})(G_m(e^{j\omega}) + G_r(e^{j\omega})) = |G(e^{j\omega})|^2, \quad \forall \omega \in [0, 2\pi]
\]

(98)

\( G_m(e^{j\omega}) \) and \( G_r(e^{j\omega}) \) are the complex conjugates of the plant model and the residual term. Stability analysis by Chen & Longman (2002) is based on the small gain theorem to limit the loop gain below unity and to obtain a sufficient condition for stability by this way. The terms of Equation (98) may be examined graphically on the complex plane where \(-\alpha|G|^2\) represents the desired coefficient update and \(-\alpha G_m G\) represents the realised coefficient update. If the realised coefficient update does not stay within the unit circle, the algorithm is under a risk of instability. Figure 40 shows two imaginary scenarios for the significance of the residual term: a) the residual term does not have an effect and the system is stable, and b) the closed-loop system can be unstable without the residual term.

\[\begin{align*}
\text{(a)} & \quad \text{Imag.} \\
\text{Real} & \quad -\alpha G_m G \\
\text{Real} & \quad -\alpha|G|^2
\end{align*}\]

\[\begin{align*}
\text{(b)} & \quad \text{Imag.} \\
\text{Real} & \quad -\alpha G_m G \\
\text{Real} & \quad -\alpha|G|^2
\end{align*}\]

\textbf{Figure 40. The illustration of the ideal, the plant model, and the residual gain vectors within the stability limits represented by the unit circle. Situation a) is acceptable. Situation b) where the residual vector contains stabilising components should be avoided.}

If we use the plant and the residual to describe the model, we can estimate their contribution to the stability. The substitution
\[ G_m(e^{j\omega}) = G(e^{j\omega}) - G_r(e^{j\omega}) \]  

modifies the stability condition into

\[
\left| Q(e^{j\omega}) - \alpha \left[ \tilde{G}(e^{j\omega}) - \tilde{G}_r(e^{j\omega}) \right] \tilde{G}(e^{j\omega}) \right| < 1, \ \forall \omega' \in [0, 2\pi]
\]

(100)

Examination of the complex vectors shows that the plant contains all the frequency components whereas the residual vector contains only the high frequency components (the minimum frequency being determined by \( \omega T_M \)). The residual vector spins rapidly with respect to the plant vector in the complex plane, because it contains those high frequency components. To keep on the safe side, we may require that the plant vector is never closer to the unit circle than the maximum length of the residual vector. Requiring

\[
\left| Q(e^{j\omega}) - \alpha \| \tilde{G}_r(e^{j\omega}) \| \tilde{G}(e^{j\omega}) \| \right| < 1 - \alpha \| \tilde{G}_r(e^{j\omega}) \| \tilde{G}(e^{j\omega}) \|, \ \forall \omega' \in [0, 2\pi]
\]

(101)

makes the stability limits conservative. Chen & Longman (2002) used norm \( \| \tilde{G}_r(e^{j\omega}) \| \tilde{G}(e^{j\omega}) \| \) in the equation above. This action was done in order to keep safe side in the stability analysis. As explained before, the residual term with high-frequency components spins rapidly in the complex plane.

The practical difficulty is that the true transfer function of the plant is usually unknown. Thus, the exact residual term is also unknown. The situation is shown graphically in Figure 41. The condition indicates a fundamental problem: if \( Q(e^{j\omega}) = 1 \) and \( \| \tilde{G}_r(e^{j\omega}) \| \tilde{G}(e^{j\omega}) \| > \| \tilde{G}(e^{j\omega}) \| \), a small positive stabilising \( \alpha \) does not exist. On the other hand, this means that the loop gain is not positive real.
Figure 41. The graphical interpretation of the criteria in Equation (101).

Chen & Longman (2002) compared different windowing techniques to be used together with truncation. They ended up proposing exponential, and accelerated exponential, windows. Effectively this means using a frequency-dependent complex convergence coefficient that corrects the loop gain in such a way that its positive realness is maintained. The criterion for evaluating the windows was the stability of the algorithm. Again, the conclusion was that stability is maintained if the truncated FIR model is capable of describing the phase within $\pm 90^\circ$ corresponding to the result derived in Hätönen et al. (2004)

As the discussion shows, stability problems may occur at high frequencies if the residual term dominates. Besides windowing, another option is to use the $Q$ filter to restrict the control action at high frequencies.

**Remark 10**

*Several windowing techniques have been proposed for FRF estimation in dynamic systems. Those techniques are aimed at preventing the leakage, that is the generation of high-frequency components, from corrupting the result. Similar problems can occur with a truncated FIR repetitive controller.*
5.2.3 Novel repetitive controller with adaptive delay time

The update scheme for the truncated-FIR repetitive controller is

\[ u(n) = q^{-N} (\gamma Q(q)u(n) - \alpha G_m(q)e(n)) \]  \hspace{1cm} (102)

where \( G_m(q) \) is the model of the system represented as a truncated FIR approximation of the system \( G(q) \). Again, \( \gamma \) is a scalar leakage coefficient, less or equal to unity. The system model alone is a non-causal filter. However, the algorithm is causal, because the order of the FIR model does not exceed the delay length \( N \).

The capability of tracking any periodic signal makes repetitive control an attractive solution for rotating machines. The delay time, however, has to be adjusted according to the speed of rotation. For variable-speed machines, the delay time must thus be adjustable. Another option is to use the rotation phase-based delay, as was done by Fung et al. (2000) who applied repetitive control on control of robot arms. The solution makes it possible to use a constant delay, typically one revolution, \( i.e. \ 2 \pi \) rad. The author’s experimental work exploited time-based repetitive algorithms. The choice was justified by two technical facts: 1) The measurement of the phase signals was not considered sufficiently reliable and accurate compared with the signal processor’s capability of maintaining constant sampling intervals, 2) The technical restrictions made it difficult to trigger the signal processing based on the rotor revolution pulses.

In the algorithm presented, the filter length is selected on-line according to the rotation speed estimation. The fundamental period of the disturbance is then determined by the rotation speed. The integer number of samples required is always rounded downwards to the nearest integer below by the algorithm

\[ N = \text{floor} \left( \frac{1}{f_{rot} T_s} \right) \]  \hspace{1cm} (103)

where \( f_{rot} \) is the measured speed of rotation. The fact that the required delay does not exactly meet the integer number of samples was taken into account by
introducing a relative length error variable. The relative length error \( l_c \) between the realisable delay time and the required delay time is

\[
l_c = \frac{1}{f_{rot} T_S} - N, \quad 0 \leq l_c \leq 1
\]  

(104)

The length error is then used for the interpolation of the new control output by using two successive old outputs \( u(n-N) \) and \( u(n-N-1) \). The control law then becomes

\[
u(n) = q^{-N} \left( (1-l_c + l_c q^{-1})u(n) - \alpha G_m(q) e(n) \right)
\]

(105)

and the pulse transfer function from the disturbance to the control output equals

\[
H_{ip}(q) = -\frac{q^{-N} \alpha G_m(q)}{1 - q^{-N}(1-l_c + l_c q^{-1}) - \alpha G_m(q) G(q)}
\]

(106)

The interpolation is implemented in order have a more accurate frequency adjustment for the repetitive controller. Figure 42 shows the gain of the repetitive controller with the interpolation feature in the vicinity of the first harmonic frequency. With the chosen parameters \( T_S = 0.0001 \text{ s}, N = [20, 21], l_c = [0, 0.25, 0.5, 0.75] \), the peak in the gain may be adjusted from 48.8 Hz to 51.1 Hz.
Figure 42. The gain of repetitive control loop as a function of frequency for different delay times (the filter order and the length error).

The interpolation, however, modifies the phase of the system and has a certain destabilizing effect. This feature diverges from the original idea of having a zero-phase system to ensure stability with high feedback gain (Tomizuka et al. 1989, Häätönen 2004). The issue is discussed below, after the completion of the algorithm used in the experimental work.

As explained above, the Q filter is used for limiting the frequency band of control actions. The type of Q filter used is a low-pass filter. A band-pass filter would have been required in order to avoid developing a DC component in control. The repetitive control method, being integrative, provides high feedback gain at zero frequency. It was, however, impossible to realise a sufficiently long and accurate band-pass filter due to technical restrictions of the control unit. Making an FIR-based band-pass-type Q filter that accurately has unity amplitude in the frequency band of interest requires a relatively high order filter. On the other hand, the maximum order of the filter is limited due to computational restrictions. Note that the Q filter alone was not requiring excessive computational power, but the overall algorithm (using FIR representations for
systems models, feedback control, and the DC removal feature presented below). The computational cost of the algorithm increased rather rapidly.

This problem is avoided by implementing a separate DC removal system. The DC removal function is realised with a feedback of the integrated control signal. The transfer function of the feedback integrator alone equals

$$H_m(q) = \frac{1 - q^{-1}}{1 - q^{-1} - \omega_{lp} T_S}$$

(107)

where $\omega_{lp}$ is the integrator gain, used for the adjustment of the high-pass corner frequency. Finally, the control law, shown in Figure 43, with adaptive delay time, interpolation, and the DC-removal function is expressed as

$$u(n) = \gamma q^{-N} Q(q)((1 - l_e) + l_q q^{-1})u(n) +$$

$$-\alpha q^{-N} G_m(q)e(n) - \alpha \left(\frac{\omega_{lp} T_S}{1 - q^{-1}}\right)u(n)$$

(108)

![Figure 43. The repetitive control system applied to the test environment.](image-url)
Similarly to the interpolation function, the DC removal function modifies the phase of the system and needs attention in terms of stability. As in the case of feedforward controllers, the parameters $\gamma$ and $\alpha$ determine the convergence and the stability properties of the algorithm. The pulse transfer function from the error signal to control output is

$$H_r(q) = \frac{-\alpha q^{-N} G_m(q)}{1 + q^{-N} (\alpha G_m(q)G(q) - \gamma Q(q)(1-l_e) + l_e q^{-1})} + \frac{\alpha \omega m T_s}{1-q^{-1}}$$ (109)

The system is time invariant for a constant rotation frequency, but $N$ and $l_e$ are updated according to the speed of rotation. Without the DC-removal integrator, $\gamma Q \equiv 1, l_e \equiv 0$, the transfer function becomes

$$\frac{u(q)}{d(q)} = \frac{-\alpha q^{-N} G_m(q)}{1 + q^{-N} (\alpha G_m(q)G(q) - 1)}$$ (110)

Furthermore, if we assume that the model perfectly describes the system, we arrive at the stability condition stated in Equation (96). If there are modelling errors $\alpha G_m(q)G(q)$, becomes complex valued.

The next effort is to study the stability of the algorithm presented in Equation (109) and shown in Figure 43. Multiplication by $(1-q^{-1})$ gives for the characteristic polynomial

$$P(q) = 1 - q^{-1} + (1-q^{-1})q^{-N} (\alpha G_m(q)G(q) - \gamma Q(q)(1-l_e) + l_e q^{-1}) + \alpha \omega m T_s$$ (111)

The polynomial does not have a closed form solution for the roots. The interpolation feature induces a destabilising component in the algorithms regardless the modelling error. A numerical examination shows that increasing the length error $l_e$ pushes the high-frequency poles of Equation (111) outside the unit circle (Figure 44). Achieving stability requires the use of the $Q$ filter for relative frequencies $\omega > \pi / 2$. The frequency limit is approximate and comes from a heuristic examination of the algorithm. The real part of term
\( \gamma Q(e^{i\omega t})(1 - e^{-i\omega t}) \) changes its sign \( \omega' = \pi / 2 \) for \( l = 1 \). With the use of a low-pass type Q filter the poles remain inside the unit circle.

\[ \text{Figure 44. An example of the pole map of Equation (111).} \]

### 5.2.4 Experimental results

The control algorithm presented was implemented on the rotor kit in the non-collocated layout (Figure 23). As described above, the length of the delay time and the length of the FIR plant-model filters were adjusted according to the rotation speed estimation. The computational requirements of the algorithm and the performance of hardware caused restrictions on the operating range. A certain number of operations were available per control cycle. The algorithm parameters were chosen such that the algorithm was operable at least in the vicinity of the critical speed.

The maximum repetitive length selected was 35 (\( i.e. \) the FIR model order \( N = 34 \)), and the minimum length was 15 (\( N = 14 \)). These figures correspond to rotation speeds from 27 rps to 61 rps, for the implementation chosen. The FIR
model filters were defined by impulse responses of the identified transfer functions in both planes separately. The FIR filters did not describe the system accurately, because relatively short filters were used. Figure 45 and Figure 46 show comparisons of the longest and shortest FIR filters with the plant models. The implemented $Q$ filter was a symmetric low-pass filter of length 15 (the current sample, 7 samples forwards and 7 samples backwards). Its $-3$ dB point lay at 240 Hz to limit high-frequency control actions. Standard filter design tools were utilised to compute the filter coefficients. An important aspect was to design a filter without overshoot in its frequency response. $Q$ filters with the same characteristics were implemented in both orthogonal planes ($X$ and $Y$), see Appendix C for the filter coefficients.

![Figure 45. The implemented filters in the X plane.](chart.png)
The feedback gain from the output error signal was influenced by the changing length of the plant-model filters. Figure 47 shows the effective repetitive feedback gains as a function of the repetitive filter length. The difference in the effective gains is caused by the different system models in the orthogonal directions. Figure 48 shows the open loop response for the complete repetitive control system from the control error $e(n)$ to the controller output $u(n)$. 

*Figure 46. The implemented filters in the $Y$ plane.*
Figure 47. The feedback gain of repetitive control as a function of the filter length (delay time).

Figure 48. The open-loop response from the error to the repetitive controller output (computed for $\alpha = 0.1$, $N = 25$, and $l_e = 0$).
Figure 49 shows the rotor midpoint responses with the repetitive controller at a speed of 30 rps. The damping achieved was 12 dB at the first and second harmonics. The response of the repetitive controller was found to be strongly dependent on the rotation speed. The performance was at its best when the disturbance period allowed an integer ratio between the required delay length and the sampling interval. In other words, the required delay time, stated by the rotation speed, was then realisable with an integer number of unit delays and the length error variable was close to zero. Later in this thesis, the situation is called a match between the disturbance and the delay length. In this respect, the response plot shown did not present a good match between the disturbance and the delay length. Figure 50 shows the responses in case when the disturbance matched the delay length (40.7 rps).

Figure 49. The rotor midpoint responses with repetitive control when running at 30 rps.
Figure 50. The rotor midpoint responses with feedback control, and with repetitive control when running at 40.7 rps. Speed matched with the filter length (24). $\alpha = 0.2$.

The $rms$ values of the rotor midpoint and endpoint displacement with and without control are shown in Table 6. As in the case of Convergent Control, the leak coefficient was used to restrict the force at high speeds. This was again due to the restricted amplitude at the actuator.
Table 6. The rms displacements and control force commands with repetitive control with adaptive delay time.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>27.2</td>
<td>35...36</td>
<td>Yes</td>
<td>3.9</td>
<td>2.8</td>
<td>54.0</td>
<td>0.4</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>32</td>
<td>No</td>
<td>1.9</td>
<td>2.8</td>
<td>64.1</td>
<td>0.8</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>24</td>
<td>No</td>
<td>3.5</td>
<td>2.9</td>
<td>76.2</td>
<td>0.3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>24</td>
<td>No</td>
<td>2.1</td>
<td>2.9</td>
<td>79.5</td>
<td>0.6</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>40.7</td>
<td>23...24</td>
<td>Yes</td>
<td>1.4</td>
<td>2.9</td>
<td>84.7</td>
<td>0.3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>40.7</td>
<td>23...24</td>
<td>Yes</td>
<td>1.4</td>
<td>2.9</td>
<td>85.3</td>
<td>0.6</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>19</td>
<td>No</td>
<td>4.2</td>
<td>2.9</td>
<td>108.7</td>
<td>0.5</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>51.1</td>
<td>18...19</td>
<td>Yes</td>
<td>2.2</td>
<td>3.0</td>
<td>109.2</td>
<td>0.2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>16</td>
<td>No</td>
<td>8.7</td>
<td>3.3</td>
<td>130.4</td>
<td>0.4</td>
<td>0.9999</td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>15...16</td>
<td>Yes</td>
<td>3.5</td>
<td>3.7</td>
<td>167.2</td>
<td>0.3</td>
<td>0.9999</td>
<td></td>
</tr>
</tbody>
</table>

The algorithm was also run without $Q$ filter for experimental purposes. The use of the filter with low-pass characteristics made the behaviour of the algorithm substantially smoother.

For variable-speed experiments, the repetitive controller was tested in a rotor run-down condition (Figure 51). The run-down was performed from a rotation speed of 63 rps down to 32 rps with ramp rate of 4000 rpm/min (1.1 rps/s). The vertical dashed lines in the figure indicate the speed where the delay filter length matched the disturbance period. The local minima in the response did not occur exactly at the dashed lines, because of the transient (run down) operating condition. The figure shows that the performance was strongly frequency-dependent at high-speeds and the dependency weakened at lower speeds.
Figure 51. The radial displacement with repetitive control during a rotor run down (ramp rate equal to 4000 rpm/min).

5.3 Conclusions and chapter summary

The performance of the repetitive control method was close to that achieved with the feedforward control method when the delay time matched the disturbance period. At those speeds, the required repetitive length was realisable by an integer number of unit delays. Otherwise, the performance of repetitive control was poorer than that achieved with the feedforward methods. The worsening of the performance can be understood by considering the integrative update law. A non-match situation causes a withdrawal of the integrator poles inwards from the unit circle. The situation is equivalent to a leaking integrator in the update law (parameter $\gamma$ in the update law).

The tests presented did not do full justice to the repetitive control method’s ability to track any periodic disturbance matching the delay time (of course, limited by the $Q$ filter). In certain rotating machines, the frequencies of the most significant excitations may not be predictable. For example, rolls working in a
nip contact may develop different barring vibration frequencies. This kind of applications are good candidates for repetitive control.

The performance of the repetitive controller was relatively good and comparable to the performance of the feedforward algorithms for higher delay filter lengths \((N > 22)\). For lower lengths \((15 < N < 22)\), the performance became more dependent on the match between the disturbance period and the delay filter length. This was suspected to be caused by worsened plant model accuracy. The plant model accuracy was a function of the disturbance period, because the delay filter determined the maximum time-reversed FIR filter length. Using higher-order filters would have given smaller unit delays in the algorithm implementation.

**Remark 11**

*It has been mentioned that a repetitive controller can track a signal of any periodic waveform. The ability to compensate a signal is not restricted by the form of the reference signal as it is in the feedforward systems. However, the use of the Q filter restricts the frequency content of the control action. As the frequency content is limited, the number of possible waveforms is also limited.*

Interpolation was used in the repetitive control law in order to provide a better match with the excitation frequency. On the other hand, the same feature introduced a destabilising term at high frequencies. The final form of a good way to formulate the interpolation may still need to be studied.

The repetitive control method presented is not normalised such as to provide constant convergence over the operating range. Furthermore, the effective feedback gain changed as a function of the FIR model length. These features make the adaptation of the repetitive controller heavily dependent on the operating point.
6. Comparison of mass unbalance compensation algorithms

This chapter aims to survey the attenuation results under steady-state conditions as shown in previous chapters and to show comparison results in transient conditions. The results are focused on the non-collocated layout, since it has been used to test all the algorithms examined. At the end of the chapter, the implementation of algorithms is discussed and major differences and advantages are pointed out.

6.1 Steady-state responses

The steady-state responses were presented thoroughly in the previous chapter. It can be concluded that the feedforward algorithms did not have significant differences in their steady-state behaviour and repetitive control exhibited slightly larger responses. Table 7 and Table 8 show the responses obtained with the feedforward algorithms. The responses of the repetitive control were dependent on the operating point (Table 9). The responses were smallest when the rotation speed resulted in an integer ratio between the sample time and the disturbance period. In other words, the required delay was realisable by an integer number of samples, the length error being close to zero. At those operating points the performance of the repetitive control method was comparable to the performance of the feedforward methods. For lower rotation speeds and thus higher delay filter lengths, the responses with repetitive control were nearly as good as with the feedforward methods.

Table 7. The midpoint responses obtained with the Jeffcott rotor layout.
Table 8. The midpoint responses obtained with the non-collocated layout.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>11.0</td>
<td>0.8</td>
<td>1.6</td>
<td>2.8</td>
<td>1</td>
<td>0.5</td>
<td>2.3</td>
</tr>
<tr>
<td>30</td>
<td>17.3</td>
<td>1.7</td>
<td>1.3</td>
<td>2.8</td>
<td>1</td>
<td>0.9</td>
<td>2.5</td>
</tr>
<tr>
<td>50</td>
<td>61.2</td>
<td>2.9</td>
<td>1.2</td>
<td>3.0</td>
<td>1</td>
<td>1.3</td>
<td>2.6</td>
</tr>
<tr>
<td>70</td>
<td>17.9</td>
<td>1.8</td>
<td>2.5</td>
<td>8.1</td>
<td>1</td>
<td>11.8</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.99995</td>
<td></td>
</tr>
</tbody>
</table>

Table 9. The midpoint responses obtained with the non-collocated layout.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>17.3</td>
<td>1.7</td>
<td>1.8</td>
<td>2.9</td>
<td>1</td>
</tr>
<tr>
<td>50</td>
<td>61.2</td>
<td>2.9</td>
<td>4.2</td>
<td>2.9</td>
<td>1</td>
</tr>
<tr>
<td>51.1</td>
<td>-</td>
<td>-</td>
<td>2.2</td>
<td>3.0</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 52 shows the spectra recorded during constant speed operation at 50 rps, the critical speed. The spectra show that Convergent Control had the best performance with regard to the damping of the first and second harmonic components. The adaptive FIR showed better performance with regard to the first harmonic component than the repetitive controller. At the second harmonic, the repetitive controller performed slightly better than the adaptive FIR.
Figure 52. The midpoint responses with different algorithms when running at 50 rps (i.e. the critical speed).

### 6.2 Transient responses

Figure 53 shows the responses of three algorithms compared during a ramp down, at a rate of 4000 rpm/min. The performance of the Convergent Control method was the best, and the performance of the repetitive control method was the poorest. The performance of the repetitive control method was strongly dependent on the rotation speed, because the match between the disturbance period and the delay filter length varied as a function of speed. The performance of the adaptive FIR was between the other two methods. When tracking a rotor speed ramp, the fundamental difference between the feedforward algorithms and repetitive control worked in favour of the feedforward algorithms. For the feedforward algorithms, no re-adaptation is required if the plant dynamics, or the disturbance, does not change. In contrast, the repetitive control algorithm requires continuous adaptation as the filter length changes. For this reason, the feedforward algorithms tracked ramps well in comparison with the repetitive control algorithm. Note that the rotation phase based repetitive control algorithm proposed by Fung et al. (2000) would work as the feedforward systems in this respect.
As discussed before, the convergence rates of the adaptive FIR filter and Convergent Control are not fully comparable. The experiments, however, indicated that the Convergent Control algorithm had shorter convergence times than the adaptive FIR. Two reasons were found for this behaviour:

1. The over-estimated order of the FIR filter makes it necessary to use a lower convergence coefficient, as the approximation for the maximum stable convergence coefficient $\alpha$ is proportional to the order inverse. Furthermore, searching for the maximum convergence coefficient for a non-normalised adaptive FIR filter is slightly more difficult than for Convergent Control. This is caused by a variable feedback gain of the adaptive FIR that is dependent on the operating point, while the feedback gain of the Convergent Control is constant. Hence, the convergence coefficient for the adaptive FIR filter cannot be maximised for all the frequencies to be compensated.

2. The maximum stabilising convergence coefficient of an adaptive FIR is dependent on the statistical properties of the signals. In certain
experiments, the adaptive FIR algorithm exhibited different convergence rates in the X and Y direction, although these were roughly identical. The behaviour was observed for the normalised as well as the non-normalised algorithms. This is suspected to be caused by differences in error signal quality. For Convergent Control the situation is different, because the adaptation law is applied to the Fourier coefficients which correlate with the frequency to be compensated. Convergent Control always exhibited similar convergence rates in the X and Y directions.

For the repetitive control method, the convergence rate was dependent on the operating point, because the method was always non-normalised and the feedback gain varied. The convergence rate, similarly to the steady-state performance, was also dependent on the operating point.

### 6.3 Implementation issues of algorithms

#### 6.3.1 Convergent Control vs. adaptive FIR

The Convergent Control method was found to be the simplest algorithm in terms of implementation and the amount of computer code required. The algorithm requires two reference signals per frequency to be compensated (cosine and sine for real and imaginary parts). Then, the algorithm requires the system model at the respective frequencies; one complex number per frequency to be compensated is required. The algorithm performs the following operations in a loop:

1. Extraction of the Fourier coefficients from the error signal by means of the reference signals correlating with the frequency to be compensated.
2. Adaptation in the frequency plane. New Fourier coefficients of the control outputs are computed by an integrative adaptation law using the old control outputs, the output error, and the system model. The system model inverse is utilised to adjust the adaptation direction.
3. Realisation of the control force using the Fourier coefficients of the control output and the reference signal. A time signal is synthesised.
4. Update of the old control outputs and continue to the next control loop.
The adaptive FIR filter performs an algorithm similar to that in Convergent Control. On the flow chart, the adaptive FIR is a compact algorithm. However, its use of a wideband system model makes it computationally more demanding than Convergent Control. The adaptive FIR uses one reference signal per frequency to be compensated. In contrast with Convergent Control, the algorithm is executed completely in the time domain. The algorithm carries out the following loop:

1. Computation of the filtered reference signal using the system model and the reference signal. The filtered reference signal must be available as a sequence with a length equal to the FIR order.

2. Adaptation of the FIR filter coefficients by applying an integrative adaptation law to the old FIR coefficients, the output error, and the filtered reference signal.

3. Realisation of the control force using the non-filtered reference signal and the FIR coefficient.

4. Update of the old FIR coefficients, the filtered reference signal, and continue to the next control loop.

The adaptive FIR filter demands a somewhat greater computational effort than Convergent Control because of the use of a time domain system model and the filtered reference signal that needs to be updated. Depending on the chosen FIR model order, the adaptive FIR filter requires two to three times more operations per control cycle than the Convergent Control method. The author is unwilling to state the difference as an exact number, because the suitable order of the FIR filter may be different from the theoretical. In the experiment, Convergent Control always worked with the order corresponding to the number of the frequencies to be compensated. However, this work showed indications that it may be advantageous to exaggerate the FIR order. This increases the computational effort required. The computational effort required should not be a significant issue in selection between the two algorithms, if there are other benefits available, considering that modern computer systems are becoming ever more powerful.

The simplicity of the implementation provides an argument for Convergent Control. This was found a positive feature when implementing and debugging
the algorithm in practice. The way the system model is implemented in Convergent Control, also makes it attractive in practice. The model (or the frequency response) is required in a compact form only at the frequencies to be compensated. Thus, it is sufficient to identify the model at discrete frequencies. On-line updating can also be carried out at other frequencies simultaneously, if required.

The advantage of the adaptive FIR filter lies in its theoretical flexibility. An algorithm with a sufficient FIR order is capable of compensating any given set of frequencies with a correlating reference signal. However, the experimental work indicated a poor performance in compensating several frequencies.

6.3.2 The repetitive control algorithm

The repetitive control method does not make use of reference signals, but a similar application of the internal model principle is realised by a feedback loop and a delay. Compared with the other two algorithms, the repetitive control solution requires a significant amount of computational effort and memory, because of the number of filters and signal sequences, equal to the order of the delay filter. The gradient based repetitive control method examined performs the following procedure:

1. Determining the order of the repetitive control delay filter and the length error between the actually required delay time and realised delay time.
2. Filtering the output error through the phase-mirroring system model (time-reversed impulse response model).
3. Filtering of the old control outputs through the $Q$ filter limiting the control actions to the chosen frequency band of interest.
4. Computation of control outputs using the filtered error and the filtered old control output signals.
5. Update of the old control outputs and continue to the next control loop.

The algorithm implemented required about ten times more operations per control cycle than Convergent Control, and the results suggested that computationally
more expensive algorithm could improve the performance. Achievement of a more accurate time-reversed plant model and a smaller length error could motivate the use of a higher delay filter order. This would further increase the computational effort required.

The potential advantage of the repetitive control method is the ability to compensate any given signal without the requirement of a correlating reference signal. This feature is desirable in applications where the signal form or the frequency is not known beforehand. However, the need of the Q filter restricts the frequencies to be compensated.
7. Discussion

The work described the design path of the active control system from identification to controller implementation. Dealing with the periodic disturbance due to the rotation was the core of the work. The identification methods presented concentrated on ignoring this disturbance while the control methods presented concentrated on compensating it.

The identification method developed made it possible to discard the load disturbance automatically in rotor identification. The idea was to use the reference signal for ignoring the load disturbance, since it was also used for compensation by the feedforward methods. This enabled a simple automatic identification scheme that can be used, and is very likely needed, by an adaptive rotor vibration control system. Similar approaches have been developed for secondary path estimation in active noise control (Kuo & Morgan 1996, Hansen & Snyder 1997).

Traditional feedback control methods were implemented in order to provide a certain amount of wideband damping in the system. Vibrations around the critical speed were efficiently damped by velocity feedback control. This enabled rotor operation at critical speed, but the performance was modest compared with the feedforward and repetitive methods. However, the significance of feedback control lay in making the system phase-characteristics sufficiently smooth for the other control methods. Also, the implementation of a dissipative control algorithm carries little risk, because the stability of the collocated system can be guaranteed for an ideal control system (Preumont 2002). A similar control approach, a combination of feedback and feedforward controllers, was also promoted by Carme (1999). In this thesis, the connection between sufficient damping and the required modelling accuracy was shown in order to justify the use of feedback control. Engineering tools were developed for evaluating the possibilities of a feedforward system. These design charts and the phase error indicator were to be used during system design.

Several feedforward compensation algorithms have been studied for synchronous force cancellation in rotating machines, mainly with active magnetic bearings (Knospe et al. 1997, Lantto 1999). They are usually
variations of the Higher Harmonic Control or Convergent Control algorithms. On the other hand, adaptive FIR filters have been used in noise and vibration control (Fuller et al. 1996, Elliot 2001, Kuo & Morgan 1996, Kataja 1999). The adaptive FIR with the LMS algorithm has been also applied for unbalance control in AMB applications (Betschon & Schöb 1998, Zhao et al. 2000). However, according to the author’s understanding the use of the adaptive FIR systems has not been common for rotor vibration control.

The present work compared three algorithms for mass unbalance compensation in a rotating machine. For the current purpose, the Convergent Control method was found the most suitable. The finding is supported by the use of the method in several rotating machine applications (Sievers & von Flotow 1988, Hall & Wereley 1989, Knospe et al. 1997, Lantto 1999).

The adaptive FIR with the LMS algorithm exhibited slightly inferior performance than Convergent Control. However, it also exhibited a restless, non-robust, behaviour at high speeds. This may be due to the quality of signals, because the algorithm used a wideband system model whereas the Convergent Control solution used the system model at the frequencies to be compensated. Nevertheless, the behaviour did not encourage the use of the FIR in practice. On the other hand, the adaptive FIR has been successfully used in several noise control applications (Fuller et al. 1996, Elliot 2001, Kataja 1999). Its theoretical advantage over Convergent Control is the capability to act on several frequency components within the same filter, if the filter order is sufficient. This advantage, however, was not confirmed in the current experimental work. The system was not capable of attenuating two frequency components simultaneously. One could implement several separate FIR systems, similarly to Convergent Control. In that case the FIR method is believed, but not validated with experiments, to perform in a manner similar to Convergent Control, because the FIR method was able to damp the frequencies concerned separately.

The repetitive controller had the worst performance in the tests. The performance was worst when the disturbance period did not match the repetitive length. The present tests did not do full justice to the repetitive control method’s ability to track any periodic disturbance matching the delay time (of course, limited by the $Q$ filter). In some rotating machine applications, the frequencies of the most significant excitations may not be predictable. For example, rolls
working in a nip contact may develop different barring vibration frequencies that cannot be estimated beforehand. Applications of this kind are potential candidates for repetitive control. In the current application, a rotation-phase based implementation such as proposed by Fung et al. (2000) would probably have provided a better performance, but was not realisable for technical reasons.

Sahinkaya et al. (2002) applied a similar control method to repetitive control in order to update Fourier coefficients in the control of harmonic vibrations in magnetic bearing systems. This kind of mixed approach was not considered in this thesis.

It is noteworthy that the repetitive controller worked at a relatively low system order and still provided a significant amount of attenuation. A straightforward way to improve the performance of the repetitive controller is to shorten the unit time delay used in the algorithm. In this way, the average mismatch between the disturbance period and the delay filter length is reduced. The plant model order, and thus the modelling accuracy, are also increased by the same modification. Hardware restrictions, however, did not allow testing the modification in the present test environment.

The results with the non-collocated layout showed how controlling one point amplifies another on the shaft. Having a smaller number of actuators than natural modes to be controlled is a compromise with regard to the overall damping. The results indicated that the derivative control was able to provide some attenuation at the midpoint in the super-critical region. This was due to the dissipative nature of the controller. The damping increase at the end of the rotor was able to contribute to the damping of the first natural mode. The increase, however, was not effective due to the location of the actuator and the geometry of the rotor. The feedforward algorithms and the repetitive control were effective also in the super-critical region. However, they increased the displacement at the end rapidly together with increasing speed.

In practical real-life implementations, the required damping level is often a compromise between different factors. The convergence of the algorithms must be monitored in order to avoid instability or excessive amplification of vibrations at other frequencies. The convergence and robustness properties may be adjusted as a function of the operating point, the required attenuation, the
reliability of the model at a particular frequency, etc. This adjustment can be
done by tuning the convergence and the leaky coefficients. For instance, the
convergence coefficient may be reset when a feasible attenuation level is
achieved; or the leaky coefficient should be used, if the actuator capability is
limited. In this respect, none of the algorithms examined should be considered “a
bad algorithm”. The practical choice involves other factors than performance
alone.

In terms of hardware requirements, the magnitude of the $\text{rms}$ damping force
required was from 1 N to 2 N for the collocated layout, and from 1 N to 8 N for
the non-collocated layout. Naturally, the magnitude of the forces required is
dependent on the mass unbalance of the rotor. For the current case, the forces
required represent 10 % to 30 % of the rotor weight. The results correspond with
the author’s experience of the force levels required. In a feasibility study on an
electrical machine by Tammi et al. (2004), the forces were less than 5 % of the
rotor weight. According to those simulations, the force magnitude was sufficient
to obtain over 90 % reduction in the rotor responses.

The computational effort required by the different algorithms varied largely.
Compared to the Convergent Control method, the adaptive FIR with the LMS
algorithm required two to four times more operations per control cycle. The
exact figure depends on the FIR order used, but the algorithm is always
computationally more expensive than Convergent Control, owing to the
differences in the system models used. The repetitive controller used ten times
more operations per control cycle than Convergent Control. The exact figure is
dependent on the operating point, since the filter lengths depend on the
disturbance period. Note that the figures given are very rough indications of the
relative efforts required. As the available computational power is continuously
increasing, the author does not see it as a crucial factor, if the particular
algorithm is beneficial for the purpose. In practice, other functionalities and code
surveillance consume a major portion of the computational power, rather than
the actual algorithms. Nevertheless, the figures can be considered as indications
of the overall simplicity or complexity of the different algorithms.

The current work provides an identification method for rotors, explains and
compares different active control methods, and illustrates the implementation
issues of the methods. In addition to the scientific contributions listed in Section
1.5, this thesis has practical implications. In the author’s view, the significance of this thesis is in the completed practical implementations of the systems. The automatic compensation of the disturbance during identification, understanding the different roles of feedback and feedforward (or repetitive) controllers, and the feature of the repetitive control with respect the feedforward control methods have been dealt with in the work. In the author’s knowledge, the present work is the first to study repetitive control in rotor vibration control.

7.1 Future work

Currently, research is directed towards active control of electrical machine vibrations using the machine’s internal forces (the ACRVEM project). For that purpose, Convergent Control will be the first method to be investigated. The repetitive control method may also be particularly useful, if periodic electromechanical excitations occur at unpredictable frequencies. Then, the repetitive controller must be implemented with a higher order algorithm than that used in the current work. Moreover, the forthcoming test environment probably poses new challenges for active control in the form of non-linear force generation.

In its current form, the repetitive control method was not in a normalised form as Convergent Control and the normalised adaptive FIR method were. The feature is advantageous when optimising the feedback gain and the convergence rate over the operating range. Implementing this feature on the repetitive control is one subject for further consideration.

The behaviour of the adaptive FIR filter with several harmonics raised some questions. It is interesting to study further why the algorithm did not succeed to damp the second harmonic and what actually is the best way to normalise the algorithm. The author suggests that the coefficient update should be normalised regarding all the eigenvalues, not just the largest. However, according to the preliminary tests a modified algorithm did not solve the convergence problems of the adaptive FIR filter with the LMS algorithms observed in this work.

As it is known and also shown in this work, the damping a point in a structure may mean amplification at another point of the structure. This fact leads to
interesting optimisation problems that are certainly worth of studying and relevant in practical applications.

Furthermore, the stability condition derived for basic repetitive control algorithm was conservative and no analytical stability condition was derived for repetitive control with interpolation and DC removal. An effort is to study more precise and less conservative stability boundaries for the algorithms developed and to include modelling errors in the analysis.
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Appendix A: Quality grades for balancing

Table A1 shows typical balancing quality grades for rotors in different applications. The grades, also referred as the $G$ values, represent the product of the maximum eccentricity and the maximum speed of the rotor. A smaller grade indicates a smaller unbalance.

Table A1. Quality grades recommended for different types of rotors (ISO 1940 standard, Genta 1999).

<table>
<thead>
<tr>
<th>Quality grade [mm/s]</th>
<th>Rotor type</th>
</tr>
</thead>
</table>
| 40                   | Car wheels, wheel rims, drive shafts  
                      | Crankshaft/drives of engines of cars, trucks and locomotives |
| 16                   | Drive shafts (propeller shafts, cardan shafts) with special requirements  
                      | Parts of agricultural machinery  
                      | Individual components of engines for car, truck and locomotives |
| 6.3                  | Parts of process plant machines  
                      | Paper machinery rolls; print rolls  
                      | Fans  
                      | Assembled aircraft gas turbine rotors |
| 2.5                  | Gas and steam turbines, including marine main turbines  
                      | Rigid turbo-generator rotors  
                      | Turbo-compressors |
| 1                    | Tape recorder and phonograph drives  
                      | Grinding machine drives  
                      | Small electric armatures with special requirements |
Appendix B: Positive real systems

Positive realness has been mentioned as a stability requirement for adaptive algorithms presented in this thesis. This appendix briefly defines concept of positive realness and shows some characteristics of positive real functions.

*A transfer function* $G(\omega)$ *is said to be positive real if* $\text{Re}(G(\omega)) \geq 0$ *for all frequencies* $\omega$.

In other words, all the function values lie in the right half of the complex plane, or the system phase remains within $\pm 90^\circ$ for all $\omega$. The condition is relatively demanding, since practical systems usually are not positive real (e.g. the phase change of one oscillator is $180^\circ$). However, positive realness has been used as the sufficient stability condition for the algorithms presented. This is because a positive real system remains stable even with infinite feedback gain. This can be explained by the fact that the Nyquist plot of a positive real system does not encircle the critical point $(-1, i0)$ regardless the gain $K$ (Figure B1).

![Nyquist plot of a positive real system](image)

*Figure B1. The Nyquist plot of a positive real system.*
Appendix C: System models and other filters used in the experimental work

This appendix is to list the system models and the filters implemented in the control unit. Other parameters, such as convergence coefficients, leak coefficients etc., may vary depending on the test performed. Those parameters are listed in corresponding sections of this thesis.

C.1 Collocated layout

The Convergent Control algorithm used the inverse of the system model (one complex number for each speed of rotation). This number was computed according to

\[
\begin{align*}
\text{Re}(G_m^{-1}) &= 4.66662 - 0.00007392 \omega^2 \\
\text{Im}(G_m^{-1}) &= 0.02604 \omega \\
\omega &= 2 \pi f_{rot}
\end{align*}
\]  

(C1)

where \(f_{rot}\) is the speed of rotation. The adaptive FIR with the LMS algorithm the following discrete-time system model

\[
G_m(q) = \frac{8.778e-07 q + 7.772e-07}{q^2 - 1.639 q + 0.6945}
\]

\(T_s = 0.001024\) s  

(C2)

The models of the algorithms were identical in X and Y directions.

C.2 Non-collocated layout

The Convergent Control algorithm used the inverse of the system model (one complex number for each speed of rotation). For the non-collocated layout, different models were used in X and Y directions. The complex numbers were computed according to
The adaptive FIR filter used the following discrete-time model in X and Y directions

\[ G_{mx}(q) = \frac{-0.103q^5 + 0.1477q^4 - 0.2721q^3 - 0.304q^2 - 0.2746q - 0.2011}{q^6 - 1.146q^5 - 0.2194q^4 + 0.2998q^3 + 0.2771q^2 + 0.09995q - 0.1516} \]

\[ G_{my}(q) = \frac{-0.05135q^5 + 0.07378q^4 - 0.4104q^3 - 0.2271q^2 - 0.1885q - 0.1638}{q^6 - 1.259q^5 + 0.06012q^4 + 0.3054q^3 + 0.2501q^2 - 0.05055q - 0.03226} \]

\[ T_s = 0.001024s \]

Note that (C4) is the plant model from the actuator to the rotor midpoint. The repetitive control method used a FIR model for the system. The length of the FIR was dependent on the delay filter order (N). The system models were the following

\[ G_{mx}(q) = \sum_{i=0}^{N} c_x(i)q^i, \quad C_x = [c_x(0) \ldots c_x(35)] \]

\[ G_{my}(q) = \sum_{i=0}^{N} c_y(i)q^i, \quad C_y = [c_y(0) \ldots c_y(35)] \]

\[ N \leq 35 \]

\[ T_s = 0.001024s \]

where \( C_x = [0.0, 0.0, -0.0560, -0.0480, -0.1266, -0.4410, -0.8733, -1.2833, -1.5114, -1.5032, -1.3150, -0.9904, -0.5603, 0.0754, 0.4055, 0.8250, 1.1349, 1.3060, 1.3285, 1.2093, 0.9709, 0.6489, 0.2860, -0.0727, -0.3859, -0.6200, -0.7534, -0.7775, -0.6970, -0.5286, -0.2985, -0.0380, 0.2199, 0.4448, 0.6121] \]
and $C_Y = [0.0, 0.0, -0.0279, -0.0270, -0.2144, -0.6257, -1.0540, -1.4106, -1.5794, -1.5240, -1.3010, -0.9502, -0.5099, -0.0253, 0.4533, 0.8737, 1.1938, 1.3860, 1.4381, 1.3525, 1.1453, 0.8442, 0.4851, 0.1081, -0.2473, -0.5460, -0.7608, -0.8746, -0.8818, -0.7881, -0.6090, -0.3683, -0.0946, 0.1818, 0.4320]$

The $Q$ filter used had the following pulse transfer function

$$Q(q) = \sum_{i=0}^{14} c_Q(i)q^{7-i}, C_Q = \begin{bmatrix} c_Q(0) & \cdots & c_Q(14) \end{bmatrix}$$

$$T_s = 0.001024s$$

where $C_Q = [-0.0037, 0.0, 0.0161, 0.0, -0.0678, 0.0, 0.3024, 0.4977, 0.3024, 0.0, -0.0678, 0.0, 0.0161, 0.0, -0.0037]$. The $Q$ filters were identical in X and Y directions.
Active Control of Radial Rotor Vibrations
Identification, feedback, feedforward, and repetitive control methods

Abstract
Active vibration control methods for rotors were studied in order to develop solutions to enhance machines’ dynamic behaviour, durability, and operating range. The aim of the thesis was to develop identification and control methods for active vibration control of a rotor. The identification method developed in the thesis improved run-time rotor identification by compensating rotation-related disturbances before the actual identification procedure. The control system design comprised an inner feedback loop and an outer loop for compensation for harmonic excitations due to mass unbalance and other rotation-related excitations. The feedback loop was shown to be essential in terms of providing favourable conditions for the other compensation algorithm in the outer loop. For the outer loop, three algorithms were tested: two feedforward control methods and a repetitive control method. The algorithms were validated and compared using an experimental set-up. Concerning the feedforward methods, the Convergent Control algorithm was found to be a more effective and simpler algorithm for the purpose than the adaptive FIR filter with the LMS algorithm. The adaptive gradient-based repetitive control, developed in this thesis, was found to have a poorer performance than the feedforward control methods, but to provide benefits for applications where excitation frequencies are not as predictable as in the current application.
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